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Abstract—Proliferation of deployed sea-going autonomous
platforms, such as autonomous underwater vehicles (AUVs),
unmanned surface vehicles (USV), and sensor nodes anchored
to the seabed, make the deployment of true underwater acoustic
networks more and more feasible. An important feature of any
network is the ability to synchronize the clocks of the participants,
for the purpose of, e.g., time-slotted media access control (MAC)
and navigation. Terrestrial clock synchronization protocols, such
as the well-established network time protocol (NTP), are not
readily applicable to underwater acoustic networks, because
of long propagation times, low packet delivery success rates,
communication ranges that vary over time in an unpredictable
manner, and, in the presence of mobile nodes, the ad hoc nature
of the composition of the network. This paper proposes a con-
tinuous estimation of internode clock offset and drift, based on
the continuous exchange of modem packets, possibly containing
transmission and reception timestamps. The proposed solution
takes explicitly into account the limitations of the acoustic com-
munication channel and network node mobility. This robust,
opportunistic clock synchronization (ROCS) is robust against
modem reset, and will work even if packet delivery success rates
are not optimal or if no communication is possible for extended
periods of time. Experimental results are given from the COLLab-
orative Asw Behaviours–Next Generation Autonomous Systems
(COLLAB-NGAS14) campaign, held October 19–31, 2014, off
the west coast of Italy. During the sea trial, the proposed clock
synchronization algorithm was deployed and successfully tested
within an underwater acoustic network composed of mobile and
fixed nodes.

Index Terms—Acoustic communications, clock synchronization,
localization and navigation, multiagent systems, optimization, un-
derwater acoustic networks, underwater sensor network.

I. INTRODUCTION

T HIS paper reports on the formulation and experimental
validation of a clock synchronization algorithm for un-

derwater acoustic networks. The goal of this work is that of
providing accurate timing to underwater networks with a dis-
tributed algorithm based on opportunistic data, without relying
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on centralized master nodes, dedicated phases, or synchronized
actions.
The availability of a shared time is critical for a number of ap-

plications ranging from implementation of media access control
(MAC) layers in underwater acoustic networks (e.g., it allows
the implementation of time-division multiple-access algorithms
over multihop networks), to data fusion applications where the
availability of a common notion of time allows to put together
data coming from different sensors to form a unique result (e.g.,
bistatic sonar applications, where the receiver needs a precise
estimate of the moment the source starts transmitting [1]), and
to localization and navigation of autonomous underwater ve-
hicles (AUVs), where synchronized clocks provide the ability
to navigate through one-way travel time (OWTT), as opposed
to two-way travel time (TWTT). Synchronous-clock acoustic
navigation is described, among others, in [2], using high-sta-
bility oscillators. The availability of dedicated hardware with
high-stability clocks has been so far the most used method in
operational underwater sensor networking. Although effective,
using dedicated hardware increases the cost and energy require-
ment of the nodes, inherently limiting the network scale, spa-
tially, because of the few nodes, or temporally, because of the
diminished node endurance.Moreover, increasing node require-
ments directly limits ad hoc and free association potential capa-
bilities of the network.
Several clock synchronization protocols have been designed

for terrestrial networks; Sundararaman et al. [3] give a very
useful overview. Although these networks do share many of
the problems of the underwater ones (e.g., unreliable packet de-
livery, limited communication ranges, etc.), clock synchroniza-
tion protocols for terrestrial wireless networks cannot be easily
transposed to the underwater domain, as they rely on assump-
tions (e.g., negligible signal propagation time) that are not valid
underwater or they induce a communication overhead that is
not sustainable in acoustic-based communications. Terrestrial
clock synchronization protocols, like the network time protocol
(NTP), are not readily applicable to underwater acoustic net-
works, because of long propagation times, low packet delivery
success rates, communication ranges that vary over time in an
unpredictable manner, and, in the presence of mobile nodes, the
ad hoc nature of the composition of the network.
In contrast, the algorithm presented herein aims at taking ex-

plicitly into account the peculiarities of the underwater acoustic
application scenario. The acoustic network considered in this
work can be composed of both fixed and mobile nodes that can
be far apart from each other, where the maximum communica-
tion range between two deployedmodems is 7.5 km. Nodes may
come into and out of communication range at irregular intervals

CMRE Reprint Series CMRE-PR-2019-111

1



due to changes in the acoustic channel, and/or node movement.
Some of the nodes might be persistently part of the network,
while others may be taken out (e.g., for maintenance) and put
back in the water only after a prolonged period of time. Nodes
that are taken out for maintenance are often power cycled, which
gives rise to a modem (and therefore clock) reset.
The resulting algorithm is able to continuously estimate

internode clock offset and drift, based on the opportunistic
exchange of modem packets containing transmission and re-
ception timestamps. It operates at application level, exploiting
timing features made available by the physical layer (i.e.,
availability of precise transmission and reception timestamps).
The benefit of the approach is that the algorithm can be easily
implemented within an underwater sensor network where
packet delivery success rates are not optimal and/or no commu-
nication is possible for extended periods of time. The approach
can be tuned to the requirements of the application, optionally
reducing the synchronization communication overhead when
more important messages must go through the network. Finally,
the algorithm is able to detect and respond to modem resets, and
hence is robust against asynchronous events (e.g., interruptions
due to maintenance, failures, etc.) affecting the nodes and hence
their internal clocks.
The remainder of this paper is organized as follows. Sec-

tion II describes some of the major design challenges for clock
synchronization protocols in terrestrial and underwater wireless
sensor networks. Section III describes previous work in this
area of research, with particular focus on clock synchroniza-
tion algorithms that have been designed for underwater acoustic
networks. Section IV describes the mathematical framework
for the proposed clock synchronization algorithm. Section V
goes into the details describing online implementation. Sec-
tion VI presents the results from the COLLaborative Asw Be-
haviours–Next Generation Autonomous Systems (COLLAB-
NGAS14) sea trial. Postprocessing results are given in Sec-
tion VII-A, while those obtained online are in Section VII-B.
Discussions and conclusions are given in Section VIII.

II. DESIGN CHALLENGES

Terrestrial wireless sensor networks share many of the prob-
lems of the underwater domain, like unreliable packet delivery,
intermittent connectivity, and limited communication ranges. A
useful survey of clock synchronization in wireless networks is
presented in [3]. The survey points out that as wireless sensor
networks are typically closely tied to the application, different
clock synchronization protocols may be used in different appli-
cations. The survey classifies clock synchronization protocols
based on two kinds of features: synchronization issues and ap-
plication-dependent features. Synchronization issues refer to the
core challenges of a clock synchronization protocol that are in-
dependent of the deployment environment, such as architecture
(e.g., peer-to-peer versus master–slave), synchronization action
(clock correction versus foreign clock modeling), and certainty
measures (probabilistic versus deterministic synchronization).
Application-dependent challenges include node mobility (and
the resulting varying propagation delay and varying network
connectivity) and underlying timing mechanism.

In addition to these clock-synchronization-specific chal-
lenges, the underwater acoustic communications environment
has its own peculiarities:
• the bandwidth is limited and distance dependent;
• the packet propagation times are long due to low speed of
sound;

• the low speed of sound, coupled with a relatively (in a pro-
portional sense to other domains) high spatial variation in
sound speed, induces complicated ray bending and multi-
path effects;

• node movement during packet exchanges influences prop-
agation times significantly, due to the low propagation
speed compared to synchronization accuracy;

• node movement (i.e., underwater navigation and localiza-
tion) is difficult to estimate onboard where a node may not
have advanced hardware for such purpose;

• the feature sets offered by readily available off-the-shelf
acoustic modems is disparate, making reliance on “special-
ized” features such as synchronous message transmission,
as in [4], difficult for interoperability and portability.

As highlighted in [5], together all these constraints make
the acoustic channel an extremely difficult communication
medium, with poor quality and high latency, combining the
worst attributes of terrestrial mobile and satellite radio chan-
nels.

A. Application Scenario
The typical operating scenario where robust, opportunistic

clock synchronization (ROCS) is targeted at addressing in-
cludes a heterogeneous network of underwater nodes, typically
with network size 10, with internode spacing as large as 8 km.
The nodes are heterogeneous in their mobility (stationary and
mobile nodes), their surface expression (some have GPS and/or
WiFi connections), and their self-localization capabilities (not
all have onboard navigation in all deployments). Currently,
all nodes share a similar modem type, to allow node-to-node
communications, though there are parallel efforts in providing
interoperable solutions for manufacturer-disparate hardware
[6]. Additionally, in experimental deployments, network nodes
may experience periods of zero connectivity (due to the com-
bination of spacing and environmental conditions) or power
cycling events (during hardware interventions). It is through
the lens of these operating parameters that ROCS is conceived.

B. Goals
ROCS is to be used for synchronizing, in real time, clocks be-

tween different underwater assets, for purposes of augmenting
navigation capabilities and providing live data synchroniza-
tion. The primary purpose of ROCS is to provide sufficient
synchronization such that relative ranging can be performed
between nodes using OWTT measurements, an important
feature in scenarios where traditional navigation aides (such as
IMU and DVL) do not perform well alone. Additionally, data
synchronization is advantageous when data being transmitted
across the network must be correlated between disparate nodes,
during collaborative missions.
At a lower level, for the sake of portability and practical adop-

tion, it is beneficial for a clock synchronization algorithm to rely
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on aminimum feature set of the target hardware. For this reason,
ROCS relies only on asynchronous timestamping of receptions
and transmissions; in the presented implementation, this occurs
at the physical layer. Importantly, because of the highly variant
liveliness of nodes (with regards to power cycles and connec-
tivity), the presented solution focuses on being distributed, op-
portunistic, and continuous.
1) Distributed: In the typical application scenario there is nei-

ther a requirement nor a distinction of the “true” time.What
is most important is determining the relation between any
given pair of nodes. For this reason, a true clock correction
(i.e., hard set) is not required, only the modeling of the dif-
ference between any given node pair.

2) Opportunistic: The acoustic network bandwidth is typi-
cally fully utilized, so additional overhead required for a
clock synchronization algorithm should minimally impact
the core network functions and users. So, rigid synchro-
nization cycles or phases are an impractical approach. This
additionally decouples MAC operation from clock syn-
chronization.

3) Continuous: Acoustic connectivity is highly variant, and
nodes may be inserted or removed from the network at
any time. In this application, again, initialization phases or
distinct startup cycles are impractical.

It is on these high-level goals and concepts that ROCS is
founded.

III. PREVIOUS WORK

The majority of prior literature in the field of clock synchro-
nization for underwater networks reports on the results from nu-
merical simulations of presented algorithms, often without con-
sidering some of the major challenges present in the marine en-
vironment. Few papers consider high probability of packet loss,
and the unreliability of the acoustic channel, and even fewer
papers report on deployed experimental evaluation of their ap-
proaches. In the following, we summarize some of themost rele-
vant references. Except where noted, all approaches use a series
of two-way packet exchanges, followed by linear regression to
estimate the clock offset and drift.
Time synchronization for high latency (TSHL) [7], which

is, to the best of the authors’ knowledge, the first approach
to underwater clock synchronization, is a clock synchroniza-
tion algorithm for short-range high-latency acoustic networks.
It is the only method found that is not based on a sequence of
two-way packet exchanges. TSHL employs two phases: during
phase 1, a clock drift is calculated by performing linear regres-
sion over multiple beacon packets; and during phase 2, a clock
offset is calculated by a single two-way packet exchange with
MAC-level timestamping. TSHL assumes a constant propaga-
tion time, and therefore nodes must be stationary. The paper
presents simulation results for short ( 500 m) ranges.
MU-Sync [8] aims to calculate the clock offset and drift, also

using a two-phase approach. In the first phase, called the skew
and offset acquisition phase, the clock offset and drift (skew) are
estimated by applying linear regression twice over a set of ref-
erence modem packets (beacons), transmitted by the so-called
cluster head, and replied to by all neighboring nodes. In the

second phase, the synchronization phase, the cluster head broad-
casts the clock offset and drift of all the neighboring nodes. The
MU-Sync approach is, through the requirement of the presence
of a cluster head, essentially a master–slave approach.
Synchronized-time–synchronized-location (STSL) algo-

rithm [9] is a sequential algorithm for clock synchronization
and localization. Each to-be-localized node is within direct
communication range of a number of anchor nodes. An anchor
node has an accurate position sensor. STSL assumes that nodes
are equipped with a dead-reckoning navigation system. The
quality of the dead-reckoning navigation system determines
the length of the localization window. STSL relies on periodic
packet exchanges during the localization window. Simulation
results are presented, as well as results from a sea trial. The
effect of packet loss on the performance of STSL is not consid-
ered.
Light-Sync [10] assumes that the acoustic network is sta-

tionary, consisting of a number of nodes anchored at the seabed,
and one stationary gateway buoy on the surface which has
accurate timing information, e.g., through a GPS receiver.
Light-Sync is primarily aimed at reducing power consumption.
It employs two phases. The first phase involves a series of
two-way modem packet exchanges between the gateway buoy

and a bottom node , initiated by . The time between
reception and transmission on is a fixed quantity known to
. Modem packet transmission timestamps are encoded in the

packets themselves. Phase 1 ends when node has estimated
its own clock parameters with respect to the clock of node

with sufficient accuracy. At the end of phase 1, node
broadcasts its clock parameters. Some other node , which is
within communication range of node but not node , can
now estimate its own clock parameters.
Mobi-Sync [11] considers networks that consist of three

different node types: surface buoys, equipped with GPS;
supernodes, working as reference clocks, as they are always
clock synchronized with surface buoys; and inexpensive or-
dinary nodes of low complexity. Mobi-Sync uses the spatial
correlation between mobile nodes to estimate the propagation
time, using a model to estimate an ordinary node’s speed as
a function of the speed of a set of supernodes. During the
packet exchange phase, an ordinary node broadcasts a clock
synchronization request message. Each neighboring supernode
schedules two response packets, containing the supernode’s
recorded velocity vector and the packet’s MAC layer time-
stamp. The packet exchange phase ends when the ordinary node
has gathered sufficient data points for linear regression with
a preset accuracy. After a fixed interval , each supernode
transmits its first response packet, relying on the fact that each
supernode is at a different distance from the ordinary node to
exclude collisions. After a fixed interval , the supernodes
transmit their second response packet. Mobi-Sync does not
take into account packet loss, nor receiver node mobility while
a packet travels through water. The assumption of the exis-
tence of an internode speed correlation model breaks down for
self-propelled nodes. The proposed values for 2 ms and

6 ms are incompatible with the modem packet length
of 1 s typically found when communicating over larger
distances with lower frequency acoustic modems.

CMRE Reprint Series CMRE-PR-2019-111

3



In D-Sync [12], a cluster head initiates the synchroniza-
tion process by broadcasting a reference packet, to which all
neighboring nodes reply. D-Sync uses Doppler measurements
to estimate the relative speed between the cluster head and its
neighboring nodes, thus reducing the error in the estimation of
the clock offset and drift. D-Sync is, like MU-Sync, essentially
a master–slave approach. Lu et al. [12] also describe broadcast
D-Sync, which aims to combine the accuracy of D-Sync with
the energy efficiency of TSHL. To achieve this, broadcast
D-Sync employs an even more complicated master–slave
approach, which makes it very sensitive to packet loss. Lu et
al. show simulation results that demonstrate D-Sync’s superior
accuracy when compared to MU-Sync.
DA-Sync [13], like D-Sync, uses Doppler velocity measure-

ments but employs a Kalman filter to refine the velocity es-
timation, assuming a kinematic model for the relative motion
between nodes. Liu et al. show that, in simulation, DA-Sync
achieves some marginal improvements over D-Sync.
JSL [14] is a joint clock synchronization and localization al-

gorithm. It takes into account the sound-speed profile to miti-
gate the effect on range estimates that sound waves have if not
traveling in a straight line, which is relevant in scenarios with a
significant difference in depth between nodes.
RSUN [15] employs a reference-node initiated two-way

packet exchange with linear regression. Khandoker et al. recog-
nize that packet collisions and subsequent retries decrease the
measurement accuracy, caused by node mobility, and propose
the use of Cook’s distance to eliminate outliers. Khandoker
et al. do not describe why this would be better than simply
discarding all two-way packet exchanges with a duration
exceeding some threshold.
While the work reported in this paper is based on similar

ideas, it differs in some key aspects from the previous work
in this field. Primarily, ROCS does not rely on fixed phases
or cycles of synchronization, instead continuously estimating
internode clock differences via the opportunistic transmission
of timing information. These timing data are piggybacked on
an established network traffic, with no feedback on MAC or
physical-layer timing. ROCS accepts timing information from
lower layers, but itself introduces no new timing requirements
to those layers. Additionally, ROCS is highly distributed, with
no sense of hierarchy or “stratum”—nodes simply estimate the
errors between their own clocks and that of any foreign node.
Last, ROCS has been tested in real-world, online sea trials.

IV. PROBLEM SETTING

To calculate the offset between two modem clocks, a few
modem features are assumed. First, each modem has a clock
with a near-constant drift. Second, eachmodem is capable of ac-
curate registration of send-and-receive timestamps. Third, each
modem is capable of accurate determination of the speed rela-
tive to the transmitting modem, typically through the Doppler
shift of incoming packets [16]. At first glance, this last feature
may seem to be an excessive demand on the modem, but as the
modem cannot decode incoming packets without the accurate
determination of the Doppler shift, this feature comes at a neg-
ligible cost.

Fig. 1. Two-way packet exchange.

At this point, it is important to realize that a node can have
more than one clock. Depending on the implementation, the ap-
plication, transport, network, MAC, and physical layer can all
have their own clock. This paper assumes that the timestamps
reported by the modem are physical-layer timestamps. In ter-
restrial wireless sensor networks, at the transmitter node, the
delay due to packet transport from the application layer, down
the communications stack, to the physical layer, causes errors in
clock synchronization. At the receiver node, the packet trans-
port from the physical layer, up the communications stack, to
the application layer, introduces additional errors. The use of
modem-generated physical-layer timestamps eliminates these
sources of errors [4].
Most clocks have a nonconstant drift that varies mainly as

a function of temperature [17]. However, our experience has
shown little to no practical effect of changes in water temper-
ature on the clock drift of the nodes currently employed, per-
haps due to the location of the electronics, which are housed
in a closed cylinder with an apparent constant internal temper-
ature. This has been checked experimentally by comparing the
modem clock drift over a typical mission deployment with a
baseline low-drift high-accuracy clock.
Let be the time reported by modem ’s clock. At time
, or for short, modem sends a packet to modem , which

receives it some time later, at time , or . At (or )
modem responds with a packet of its own, which modem
receives at time (or ). This sequence is referred to as one
two-way packet exchange (see Fig. 1).
This paper focuses on nodes that are relatively far apart

from each other. The maximum range is assumed to be 7.5 km,
a common value for commercially available low-frequency
acoustic modems. For a typical value of the speed of sound
in water, 1500 m s , this maximum range corresponds
to a one-way travel time of 5 s. Thus, the maximum two-way
packet exchange time cannot be less than 10 s. Requiring
node to respond immediately will likely conflict with other
constraints imposed on underwater communication. Therefore,
we allow for some delay in response, and we assume the max-
imum two-way packet exchange time to be about 1 min. If the
two-way packet exchange time is much larger than that, certain
second-order effects can no longer be ignored. The nodes are
allowed to travel through water with moderate speed, around a
few m s . At larger speeds, certain second-order effects can
no longer be ignored.
Modem is attached to node , which is assumed to have

some computing capability. The modem reports the timestamp
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of each packet that is sent or received, to its node, in the local
time . After a two-way packet exchange, node knows times-
tamps and , and node knows timestamps and . Node
may then send timestamps and to node in the payload

of a later packet.
The problem is then to derive, on node , a function that

maps timestamps reported by modem to modem ’s clock

(1)

A. Modem Clock Model
In this paper, modem time is modeled as a linear function

with an offset and a constant drift , relative to the true
and absolute time

(2)

Therefore, the times of modem and can be related as

(3)

and (1) can be rewritten as

(4)

where

and (5)

The problem of finding is thus reduced to estimating the
offset of modem ’s clock relative to the offset of modem ’s
clock , or for short, and the relative drift between both
modems , or for short.

B. Estimating Clock Offset and Drift
This section is concerned with estimating the offset between

two modem clocks using data gathered from a single two-way
packet exchange, and the drift using data gathered from a se-
quence of two-way packet exchanges. To simplify the analysis,
the following assumptions are made.
• Sound speed is considered to be known and fixed for the
duration of a deployment, as the variation (spatially and
temporally) in sound speed over deployment time scales
tends to be small with respect to the synchronization accu-
racy. This implies that the sound speed is also considered
to be constant during a two-way packet exchange. This re-
lieves the constraint of nodes being required to be able to
measure sound speed directly. (See a sample of trial sound
speed data in Section VI.)

• For the moving nodes, heading and speed are assumed to
be constant for the duration of a two-way packet exchange.

Since both nodes might be moving, we choose a 1-D coordi-
nate system describing the position of node with respect
to node at , with origin at , positive in the di-
rection of node . Recall that in indexes one of the dis-
crete sequences in the two-way packet exchange, as in Fig. 1,
where . The range between nodes and at

is . The relevant part of the velocity of moving
nodes is the range-wise velocity, i.e., the first derivative of .

Let be the range-wise velocity of node at .
Based on the Doppler effect that the node calculates and reports,
the range-wise velocity differential between nodes and at
equals . Finally, let be the average speed
of sound in water, relative to modem ’s clock, during this ex-
change.
Then, assuming that and are constant for the duration of

one two-way packet exchange, the outbound packet travel time
, or for short, can be calculated as

(6)

from which it follows that

(7)

In the same way, the inbound packet travel time can be calcu-
lated as

(8)

The position of node , , can be rewritten as

(9)
With this the clock offset can be formulated as

(10)
With

equation (10) can be written as

(11)

where represents the clock offset for stationary nodes, is
the time between the arrival of the first packet and the transmis-
sion of the second packet of a two-way packet exchange, and

is the time the packets of a two-way packet exchange travel
through water. The longer , the larger is the impact of errors
in , and the more important it is that be constant during a
two-way packet exchange. The longer , the larger is the im-
pact of the uncertainty in .
From (11), it is possible to calculate the relative clock drift

using the least square method over a series of two-way packet
exchanges to fit a linear regression model (constant clock drift
assumption). Equation (11) can be rewritten as

(12)
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Equation (12) can be expressed as the linear matrix equation

(13)

with , where is a two-
column matrix with row

(14)

is a column vector with values

(15)

and is a column vector representing the error terms
. Each row in and describes a two-way packet

exchange, where , , , , and are the corresponding
measurements of the th two-way packet exchange. Applying
the ordinary least squares estimator

(16)

yields an estimate for the relative clock drift and the offset
.

The unknown quantity in and is , representing the
range-wise velocity of node . Let and be the maximum
speed of node and , respectively. Then, with
provided by the acoustic modem

and

(17)

where and are the lower and upper bounds for , re-
spectively.
Our solution is to use an iterative approach, with iterator ,

where each iteration cycle gradually improves on ’s estimated
range-wise velocity . For the first iteration, is set to the
center of its interval

(18)

For subsequent iterations of , is set to the value in the in-
terval that is closest to the value constrained by the linear re-
gression model

if
if
otherwise

(19)

where for a given iteration

(20)

where the th iteration of the least squares estimator
. The iteration continues in this way, until the

output of the linear regression model has converged to a stable
value. The following pseudocode describes the process.

Construct matrices and using (18)
Calculate using (16)
for

Construct matrices and using (19) and (20)
Calculate using (16)
break if and

end

In this pseudocode, variable is the maximum number of it-
erations, and variables and are the heuristically chosen
values to make the algorithm terminate once and have
converged to a stable value.

V. CLOCK SYNCHRONIZATION: ONLINE IMPLEMENTATION

When the algorithm described in Section IV has to be im-
plemented within an operational underwater acoustic network,
some additional issues need to be addressed. The nodes, in gen-
eral, do not have a way of knowing packet transmission times a
priori, nor do the modems automatically encode the transmis-
sion or reception timestamps, at the physical level. Rather, each
packet generates the necessary timestamps, and all these data are
communicated in the payload of later packets. This is an imple-
mentation requirement that creates two issues. First, the appli-
cation level at each nodemust be responsible for the encoding of
the transmission and reception timestamps into dedicated mes-
sages. Second, given that each node receives a set of transmis-
sion and reception timestamps from others, it has to correctly
associate them to form sequences of packet round-trips that feed
into the described clock synchronization algorithm. This associ-
ation procedure is complicated by the prevalence of packet loss.
Note that, in some networks and using some specific modems,
some of these advanced features (e.g., automatic timestamp en-
coding, or scheduled transmissions) might be available (e.g.,
[4]). However, the aim of this work is to be largely hardware and
network independent. This section goes into details describing
the implementation problems as they relate to the online imple-
mentation of the approach.

A. Transmission of Timestamps
Whenever a node transmits or receives a modem packet, it

registers the corresponding timestamp, a for a transmission, a
for a reception (see Fig. 1). At regular intervals, each node en-

codes its modem’s address and the previously registered times-
tamps into a message to be broadcast. For each reception time-
stamp, the corresponding source address is included. Given the
limited bandwidth available in acoustic communications, some
ideas described in [18] are put into practice, including some ef-
ficient encoding schemes. This allows the user to trade off the
clock synchronization performance and the communication re-
quirements. More specifically, the parameter “encoded size” is
used to limit the number of bytes available for the encoding of
timestamps. Not more than transmission timestamps are en-
coded, and the remaining space is filled with as many reception
timestamps as will fit in, up to a maximum of . Another user-
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Fig. 2. Two partial bijections , (solid lines), and
, (dashed lines).

specified parameter (“granularity”) can be used to reduce the
resolution of the reported timestamps to match the application’s
needs. Furthermore, since the acoustic modem clockmight wrap
around too frequently, depending on hardware specifics (in our
case, the acoustic modem has a 32-b microsecond clock that
wraps around every 2 /10 s, or approximately 1 h and 12min),
the network reports and transmits the so-called “unwrapped”
timestamps, by adding 2 to the reported timestamps every
time the microsecond clock wraps around. An “upper bound”
property can be used to adapt the maximumwrap-around time to
match the application requirements. Finally, “relative encoding”
is used to further reduce the communication footprint of the en-
coding of transmission timestamps. Within each message the
newest transmission timestamp is encoded as is; for all other
timestamps within the same message, the difference with the
newest timestamp is encoded. The “timestamp span” property
sets the maximum difference between the first and last times-
tamps. Timestamps that are older than the newest timestamp
minus the span are discarded.
The source addresses associated with reception timestamps

are encoded in 4 b. Some additional bits are required to encode
the number of included transmission and reception timestamps.

B. Associating Timestamps

Whenever a node transmits or receives a modem packet,
it registers the corresponding timestamp. Each node receives
transmission and reception timestamps from other nodes,
through the messages generated as described in the previous
section. Denote a sequence of transmission timestamps of
node as , and a sequence of reception
timestamps of node as . To work
out the clock offset and drift between nodes and , it needs
to be understood which corresponds to which or, in other
words, which and were generated by the same modem
packet. The association problem is to find the largest partial
bijection(s) . The bijection is partial because, in
general, it cannot be guaranteed that contains all transmis-
sion timestamps, or that contains all reception timestamps,
due to the limited capacity of underwater communications (i.e.,
packet loss or limited bandwidth). Note that only on node
will contain all transmission timestamps. The solution does
not necessarily have to be unique, in particular, smaller sets
and are likely to produce multiple solutions (see Fig. 2).
There are several constraints that help to narrow down the as-

sociation problem. Modem packets cannot overtake each other.
For example, associations cannot “cross” each other, as in Fig. 3.
Let stand for a transmission and reception timestamp
pair that was generated by the same modem packet. Let both
sequences be sorted in the ascending order, i.e., and

Fig. 3. Constraint 1: Modem packets associations must be ordered (the figure
shows an invalid association).

Fig. 4. Constraint 2: There are physical limits to the change in distance between
two associations.

. Then, if , then ,
and (constraint 1).
Additionally, there are physical limits to how much the dis-

tance can change between two associations (see Fig. 4). Assume
and the existence of , , and , . The elapsed

time between and can be calculated as , and the
change in distance as , where is the sound
speed. The estimated speed is the change in distance di-
vided by the elapsed time. Let and be the maximum speed
of nodes and , respectively. Then, it follows that and

only if (constraint 2).
With these constraints the association problem can be formu-

lated as a linear assignment problem (LAP). Assume .
The cost function to be minimized for the association of ,

, to , , is defined as

if constraints 1 and 2 are met
otherwise. (21)

In (21), the choice of the specific cost values when constraints
1 and 2 aremet does not play a key role, as long as the cost values
are greater than zero. The specific choice made here finds the
association at minimum node velocity. Given that, in most un-
derwater networks, nodes will typically be stationary or moving
at slow speeds, if only to conserve energy, this choice is consid-
ered to be reasonable. Note also that the result of the optimiza-
tion may be impossible, because it is not guaranteed that the cost
between any two subsequent mappings is less than (“gate
threshold”). In this case, an extra check must be performed to
discard impossible results.
From an implementation standpoint, the association of trans-

mission and reception timestamps is done using the Jonker–Vol-
genant algorithm [19], which is a faster implementation of the
Hungarian method [20], also known as the Munkres algorithm,
for solving the LAP.
The following steps are done in sequence by the association

algorithm to eventually find a solution.
1) For each , partial bijections are calculated and im-

possible ones are discarded. Only those bijections that as-
sociate the largest number of ’s to an are kept. The
algorithm tends to find identical bijections more than once
because if , then it is likely that .

2) The set of different bijections is calculated, and the number
of times each bijection is found is recorded.
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3) Only one of these bijections is selected. Let this selected
bijection be . Three cases are distinguished.
a) Only one bijection was found. This bijection is se-

lected.
b) Several different bijections were found, but only

one of those (let this be ) associates a to each ,
i.e., . This
bijection is selected .

c) In all other cases, the largest common subset of all
found bijections is selected (i.e., the associations
present in all found bijections).

4) It is established whether the selected bijection is a valid
association. An association is considered valid only if it is
of sufficient size. On node , contains all transmission
timestamps. In this case, the selected bijection is consid-
ered valid only if it associates a to each , i.e.,

. When a (receiver) node
does not have all transmission timestamps, the association
is considered to be valid if is greater than a user-speci-
fied “minimum solution size.”

Since the computation time increases with the number of
timestamps that have to be associated, it is necessary to define
the “maximum number of timestamps”
to be used for the optimization. This is equivalent to having a
running window of timestamps of length . This provides
two additional benefits: since the algorithm only considers a
time-limited history, it is able to adapt to changing conditions
(e.g., change in the quality of the acoustic channel causing in-
termittent communications), and it helps improve performance
in the presence of modem clock resets.

C. Linear Regression
Given bijections and , a series of

two-way packet exchanges , , ,
can be derived. The “maximum round-trip time”

property imposes a limit on the duration of two-way packet ex-
changes that will be used to estimate
the clock offset and drift.
The clock offset and drift are then estimated as described in

Section IV-B, but with two simplifications: no attempt is made
to iteratively refine the drift estimate, as it was found that the
impact of iteration was minimal, and no attempt is made to it-
eratively fine tune the intervals caused by node mobility, again
because the impact of this iteration was found to be minimal.

VI. FIELD TRIALS
ROCS was tested in the field during the COLLAB-NGAS14

experimental campaign, which was held October 19–31, 2014,
off the west coast of Italy. The objectives of the campaign
included testing AUV autonomous behaviors, sonar signal
processing, and AUV navigation and localization, among other
objectives. For the purpose of this work, we focus on the
COLLAB-NGAS14 activities that took place from October 29
to 31, 2014.

A. Site Description
The data presented in this paper were collected at the site

shown in Fig. 5 near 43 46 31 N, 10 2 0 E, off the coast of

Fig. 5. Platforms deployed on October 31, 2014, during the COLLAB-
NGAS14 campaign. Similar deployment used throughout the experimental
period.

Fig. 6. Sound-speed profile measured on October 29–31, 2014.

Tuscany, Italy. The entire area of operation is a 7.5 7.5 km
square. Water depth in the area decreases gradually from around
25 m (the northeast region) to around 60 m (the southwest re-
gion).
The sound-speed profile, as measured at a location close to

the northeast corner of the operational area, is shown in Fig. 6.
Note that in the first 25 m, the sound speed is nearly constant
for October 29 and 31, 2014, with more variability registered
on October 30, 2014.

B. Experimental Setup
The deployed acoustic network was composed of one moored

gateway buoy, two wave gliders (Carol and Lisa), two CMRE
Ocean Explorer (OEX) AUVs (OEXGroucho andOEXHarpo),
and one modem mounted on NRV Alliance. Fig. 5 shows the de-
ployment on October 31, 2014, with very similar deployments
installed for other operational days. All nodes were equipped
with the EvoLogics 7–17-kHz acoustic modem. The modems
of the gateway buoy, wave gliders, and NRV Alliance were all
deployed at a fixed depth of 25 m. These nodes were equipped
with a GPS receiver that provided accurate position informa-
tion. OEX Groucho was commanded to navigate at 25-m depth;
OEX Harpowas kept at a depth of 15 m. Both vehicles relied on

CMRE Reprint Series CMRE-PR-2019-111

8



TABLE I
USER-SELECTED ROCS SETTINGS DURING COLLAB-NGAS14

a high-quality inertial navigation unit for positioning and navi-
gation (navigation error 0.1% of the distance traveled). Note
that although the wave gliders are mobile assets, they were sta-
tion keeping throughout the trial.
Table I summarizes all the user-selected settings for the

clock synchronization algorithm that were in place during
the COLLAB-NGAS14 trial. With these settings, the newest
transmission timestamp requires 30 b, and
the other, relatively encoded transmission timestamps require

22 b. A reception timestamp requires
30 b plus 4 b for the source address 34

b. If five transmission timestamps are included, the remaining
space allows for the inclusion of additional nine reception
timestamps. This adds up to
428 b. Parts of the remaining 36 b include
encoded book-keeping information such as the number of
transmission and reception timestamps.

VII. RESULTS
A series of experiments were carried out to evaluate the

performance of the clock synchronization algorithm. Two types
of results are discussed in this section, using data collected on
October 29 and 30, 2014. The synchronization performance
using timestamps collected onboard and applying the algo-
rithm in postprocessing is discussed first. The postprocessing
estimates all clock offsets and drifts using the entire history
of collected timestamps, as if all transmission and reception
timestamps were known on all nodes, with perfect knowledge
of transmission–reception timestamp association. Second,
online results are presented, where the offsets and drifts were

estimated in real time on the in-water assets based on imperfect
knowledge. The postprocessing results are intended to form a
ground truth against which the online results can be compared.

A. Postprocessing Results
Results from October 29, 2014, are shown in Fig. 7 for two

fixed nodes, wave glider Carol (node 12) and the gateway buoy
(node 10). Results of the synchronization between the two OEX
AUVs are shown in Fig. 8. The close fit of the model shows that
indeed the linear clock model is a reasonable assumption, with
the difference between clocks being dominated by a linear clock
skew.
The postprocessing clock synchronization result between

OEX Groucho (node 2) and wave glider Lisa (node 11) for
October 30, 2014, is shown in Fig. 9. The distance between
the nodes evolved from a maximum of 3.6 km at the beginning
of the mission, to a minimum of 1 km (midmission), and then
increased again to 2.5 km. The intermittent behavior of the
acoustic communication between the two nodes is clearly
visible, with gaps of around 1 h throughout the day. During
the same time, OEX Groucho achieved better communication
with the modem of NRV Alliance (see Fig. 10), which was at a
distance of about 1 km. Similar results were obtained for other
node pairs. For a quantitative measure of the fidelity of the
postprocessing results, consider a directed graph with a vertex
for each node, and an edge from vertex to vertex if node
was able to estimate the clock offset and drift with respect to
node . Each edge has two properties: the calculated clock
drift , and the time elapsed between the start of the first
two-way message exchange and the end of the last two-way
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Fig. 7. Clock synchronization results obtained on October 29, 2014, between wave glider Carol (node 12) and the gateway buoy (node 10). Distance between the
nodes is around 3 km. Gray dots are the calculated . The diagonal black line shows the result of the linear regression calculated according to (11), normalized
such that the line is centered around 0. The black dots show the residual , and the vertical bars show the uncertainty due to range rate uncertainty. Because
the gateway buoy is stationary, the uncertainty in range rate is small, and only few vertical bars are even visible.

Fig. 8. Gray dots show the calculated for the clock offset between OEX
Groucho (node 2) and OEX Harpo (node 3) on October 29, 2014. The diag-
onal line shows the result of the linear regression calculated according to (11),
normalized such that the line is centered around 0. The black dots show the
residual , and the vertical bars show the interval due to the uncertainty
in the nodes’ speed. The vertical bars are small because the distance between
nodes 2 and 3 is short, from 250 to 750 m. The large number of outliers is due
to the vehicles being on the surface during the first hour.

TABLE II
CYCLICAL CLOCK DRIFT POSTPROCESSING RESULTS

message exchange . In graph theory, a walk is a sequence
of vertices, with each vertex connected to the next vertex
through an edge, and a cycle is a walk that starts and ends at
the same vertex but never repeats another vertex or an edge.
For example, in a network composed of three nodes , , and
, and assuming that on each node the clock offset and drift
have been calculated for both nodes, three cycles ,

, and of length 2 as well as two cycles
and of length 3 can be

calculated. For each cycle , two properties are calculated:
its cumulative clock drift , which is the sum of the clock

drifts of all edges, and its duration , which is the
minimum of the duration of each of the edges. The mean and
maximum of of all cycles of a particular minimum duration
are a measure of the fidelity of the postprocessing results. See
Table II, to be read as follows: on October 30, 295 cycles had
a duration of 4 h or more. The average cumulative drift over
the 295 cycles is 0.15 ms h , the maximum 0.50 ms h .
The results show that the longer the duration of a cycle, the
smaller is its cumulative clock drift, and the more suitable the
calculated clock drift is for use as the ground truth.
Table III is similar to Table II, but shows the results calcu-

lated without taking into account Doppler velocity measure-
ments, i.e., with in (11) set to 0. The significant deterioration
of the results clearly shows the importance of the Doppler ve-
locity measurements.

B. Online Results
The online clock synchronization results obtained on Oc-

tober 29, 2014, during the last hour of operation between OEX
Groucho and OEX Harpo are shown in Fig. 11. The figure
shows how the incremental solution is updated as newer mea-
surements become available. Note that no Doppler data were
transmitted during this sea trial and hence Doppler data were
not used for the online calculations. This decreased the clock
estimation accuracy considerably and is the main reason for the
discrepancy between the online and offline results.
On October 29, 2014, only three wrong associations were cal-

culated. It did not affect the result in terms of the estimated clock
offset and drift, because the wrong associations either could
not be paired with another association to make a round trip of
sufficiently short duration (less than the “maximum round-trip
time”), or the calculated propagation time was not plausible
(around 700 s; this is negative 700, and not a typo).

VIII. DISCUSSION AND CONCLUSION
This paper reports on the details of the design, implementa-

tion, and deployment of the clock synchronization algorithm
ROCS for underwater acoustic networks. The algorithm is able
to continuously estimate internode clock offset and drifts, based
on the opportunistic exchange of modem packets, including
transmission and reception timestamps. ROCS operates at
the application level, with some reliance on physical-layer
timestamps provided by the modem. The benefit of ROCS is
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Fig. 9. Clock synchronization result obtained on October 30, 2014. The gray dots show the calculated for the clock offset between OEX Groucho (node 2)
and wave glider Lisa (node 11). The diagonal line shows the result of the linear regression calculated according to (11), normalized such that the line is centered
around 0. The black dots show the residual , and the vertical bars show the uncertainty due to range rate uncertainty. Because Lisa was station keeping,
the uncertainty in range rate is small, in fact so small that none of the black bars are even visible. Distance between the nodes ranged from 3.6 km (beginning of
the mission) to 1 km (midmission), and back to 2.5 km.

Fig. 10. Clock synchronization result obtained on October 30, 2014. The gray dots show the calculated for the clock offset between OEX Groucho (node
2) and NRV Alliance (node 1). The diagonal line shows the result of the linear regression calculated according to (11), normalized such that the line is centered
around 0. The black dots show the residual , and the vertical bars show the uncertainty due to range rate uncertainty. Distance between the nodes was, on
average, around 1 km.

TABLE III
CYCLICAL CLOCK DRIFT POSTPROCESSING RESULTS, WITHOUT DOPPLER

that it is able to deal explicitly with the constraints of acoustic
communications, such as long propagation times, intermittent
communications, and node mobility. Some additional acoustic
overhead is incurred by ROCS, but is intended to be distributed
among network traffic in an opportunistic manner, occupying
payload space after higher priority traffic has been ensonified.
Depending on the application, this may be justified, for ex-
ample, when the same bandwidth is used for the purpose of
navigation. Additionally, ROCS is robust to some levels of
packet loss, as the underlying timestamp measurement history
is transmitted repeatedly, and the clock model estimation is
done even with incomplete data. This means that single packet
failures do not necessarily prevent the estimation of the in-
ternode clock dynamics.

Fig. 11. Incremental output of ROCS on OEX Groucho (node 2), October 29,
2014, for the clock offset and drift between OEX Groucho (node 2) and OEX
Harpo (node 3). The open dots shows the difference between the incrementally
calculated offsets and the offset calculated during postprocessing. The closed
dots show the difference between the incrementally calculated drifts and the
drift calculated during postprocessing.

Details on how the approach was implemented in an
operational acoustic network are reported, including some
preliminary results from experimental deployments. These
experimental results include both ROCS results as produced
from postprocessing, and run online in the deployed nodes.
There is additional work anticipated on this topic, with more

improvements to this first version of ROCS.
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The cost function used to associate transmission and recep-
tion timestamps at each node biases the solution toward a solu-
tion with lower speeds. There is no theoretical justification for
this, and alternative cost functions, without this bias, may be
evaluated.
The association problem is somehow secondary to the core

formulation of ROCS, and could be trivialized with a more
creative book-keeping mechanism. For example, an identifier
could be derived from a checksum of each packet, and then
transmitted with each transmission and reception timestamp.
To minimize overhead, a checksum of only one single bit
could be used, reducing the number of potential associations
for a timestamp by a factor of 2. Another alternative is to
reduce the number of total timestamps in the synchronization
history. This reduces the communications overhead (there are
less timestamps that need to be transmitted), and also simplifies
the association problem. This may be done by only recording
and transmitting timestamps of packets that have particular
attributes, such as a special checksum value, flag, or hash code.
Future research will focus on the exploitation of the concepts

presented here to support navigation of mobile nodes. ROCS
lends itself to providing internode ranging information, with
the obvious measurement being the direct two-way node range.
However, timestamps received from a third node might provide
additional information on the location of nodes. If a node is
able to establish the clock offset and drift with respect to some
other node , as well as the clock offset and drift for node with
respect to a third node , then node is able to calculate the dif-
ference in arrival time of a modem packet transmitted by node
and received by both nodes and . Additionally, a network

with well-synchronized clock parameters may have sufficient
fidelity to perform one-way ranging for localization and navi-
gation purposes.
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