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Abstract—This paper presents a new protocol to self assign
node IDs in an Underwater Acoustic Network (UAN). The
proposed solution, termed DIVE for Distributed Id assignment
and topology discoVEry, is fully distributed and self-adaptive.
While assigning the node IDs, additional information is shared
to discover the other nodes in the network, the type of these
nodes (static or mobile), and the number of hops to reach
them. The DIVE protocol exploits link quality information to
increase its reliability and robustness against message losses.
The protocol performance has been evaluated under a variety of
networking scenarios including node mobility, and node addition
and removal. The results show that DIVE is an efficient and
reliable solution for node ID assignment and network discovery,
which scales with the network size in the presence of a unreliable
channel.

Index Terms—Underwater networks, distributed ID assign-
ment, self-ID assignment, network discovery, topology discovery.

I. INTRODUCTION

Underwater networks have been recognised as a key asset

in a variety of underwater technology application scenarios,

including environmental monitoring, eco-system analysis, and

military applications [1]. In the last decade increasingly ca-

pable and reliable underwater communication technologies

have been made available to users and researchers along-

side the growth of the maritime robotics field. The state of

the art in underwater communications has evolved from the

deployment of few underwater communications assets from

the same manufacturer, to that of networks composed by

tens of heterogeneous nodes, including teams of cooperating

autonomous underwater and surface vehicles. This trend of de-

ploying larger and more sophisticated cooperative underwater

networks is not expected to stop in the near future. In order to

cooperate nodes need to communicate. Given the impairments

of optical and radio propagation in water, the acoustic medium

is currently the most reliable and robust channel over which

to communicate underwater. At the same time, the use of

acoustic transmissions in water incurs several medium-specific

challenges, such as long propagation delays, low data rate,

significant temporal and spatial fluctuations in terms of link

reliability and symmetry.

Many solutions have been proposed in the recent past for

UANs, including protocols for channel reservation, packet

routing, cluster formation, node localisation and synchronisa-

tion [2]. All these solutions assume the presence of unique IDs

assigned to the network nodes to support the correct exchange

of messages. A possible solution to this is the use of unique

addresses assigned to every manufacture underwater nodes,

similar to what is done for Ethernet cards (hardware or MAC

addresses). However, this approach would require a high-level

of coordination in a very small commercial market, and IDs

of long bit length that are impracticable because of the com-

bination of disadvantages already outlined. Another option is

the a priori assignment of network-wide global IDs to nodes.

This would permit the reduction of the node’s ID length,

but it significantly couples the deployment and operational

complexity with the network size. Additionally such solution

would introduce the requirement for complete knowledge of all

future network sizes during a given deployment, categorically

excluding ad-hoc solutions.

This paper proposes a distributed and self-adaptive solution

for ID assignment and topology discovery in a UAN which

aims at minimising the number of bits required for each

ID. To the best of the author’s knowledge, this is the first

study combining self ID assignment and topology discovery

in UANs. The performance of the DIVE protocol has been

evaluated via simulations, measuring metrics such as network

reconfiguration time, packet transmissions and energy con-

sumption. The collected results show that the DIVE protocol

is an effective solution for UANs which is able to scale with

the network size. It has been able to correctly perform under a

variety of scenarios, including message losses, node mobility,

and the ad-hoc addition and removal of nodes to the network.

The remainder of the paper is organised as follows. Previous

work on assigning node IDs in terrestrial networks is sum-

marised in Section II. Section III describes the DIVE protocol

in details. Simulation results are illustrated in Section IV.

Finally, Section V concludes the paper.

II. RELATED WORKS

Though distributed and ad-hoc protocols to assign node IDs

in UANs are poorly explored topics, the analogous problem

for terrestrial Wireless Sensor Networks (WSNs) has been

investigated thoroughly. Several schemes that assign locally

unique addresses in sensor networks have been studied [3],

[4], [5]. Since the communication in WSNs is mostly data-

centric the use of local unique IDs can be sufficient to deliver

the messages to the collection point (sink). In underwater

networks, however, there is usually the need to send control

messages from the command and control station (C2S) to the

nodes in the network, to reconfigure the sensing operations

or to change the mission/tasks of mobile nodes. Similarly,978-1-5090-2696-8/16/$31.00 c© 2016 IEEE
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the network nodes may require message exchanges without

passing through the C2S to support cooperative behaviours.

Globally unique IDs are therefore required to support the use

of unicast packets for the delivery of commands and data to

the correct node. Many protocols have been proposed to assign

globally unique addresses in terrestrial networks, including

cluster-based solutions [6], [7] and tree-based network organ-

isations [8], [9], [10]. As underwater networks are usually

composed by both mobile and immobile nodes, the cluster-

based and tree-based representations may be time variant, and

the update overhead required is prohibitive in a low-data-rate

network such as a UAN. Additionally, most of the proposed

solutions assume a two-way interaction between neighbour

nodes, while asymmetric links can be experienced overtime

in UANs further increasing the introduced overhead when a

two ways message exchange is required. In [11] a protocol to

assign a unique IP address to a new node joining a MANET

is proposed. The protocol requires that the subject MANET

starts with a single node, the initiator node, which initially

owns the full IP pool. When a node joins the network, one of

the nodes already in the network segments its own IP pool and

assigns half of it to the joining node. Although this solution

does not assume any hierarchical organisation of the network,

it requires the presence of an initiator node which knows the

number of IP addresses to use. Additionally, depending on the

initiator location, long delays may be introduced together with

an irregular distribution of the IP pools. Recently, an address

assignment protocol for UANs has been proposed in [12]. This

protocol does not require any hierarchical organisation in the

network, however, it assumes that a name is pre-assigned to

each underwater node. A hashing algorithm is then used to

convert the node name of variable length into a numeric ID.
The DIVE protocol is proposed to overcome the limitations

of existing solutions. It does not require any hierarchical

organisation of the network and does not make any assumption

on the presence of special nodes (or roles) and information

in the network. It is fully distributed and self-adaptive. No

link symmetry is assumed and the effective assignment of

globally unique IDs in the presence of unreliable channels is

specifically addressed. During the DIVE operation, additional

information is exchanged to discover the network topology

and to verify that a given ID has not been duplicated in the

network. The topological information can be then used to

better route messages and to support cooperative behaviours

in the network.
III. DIVE PROTOCOL

The protocol is composed of two main procedures that

run simultaneously. The first is in charge of sharing the

information required to assign the node IDs and to discover the

network topology. The second procedure is required to verify

that node IDs are globally unique in the network.

A. Procedure 1: Assignment and Discovery

When the network is deployed the DIVE protocol starts.

Each node x generates a long random integer key Kx
1 and a

1Assuming the use of 20 bits to generated the key, K ∈ [0, . . . , 1048575].

timer (Tx Timer) is started. The duration of the timer depends

on the generated key value: the lower the key the shorter the

delay. When the timer expires, the node x broadcast a HELLO

packet which carries the following information:

HELLOx = 〈Kx, Rx, isMobilex, Cx, LISTx〉 .

The field Kx is the key value generated by node x; Rx is

an additional random integer value (much shorter than the key

value) used in Procedure 2. A different Rx value is generated

at each HELLO packet transmission; isMobilex is a flag set

to 1 if node x is mobile, 0 otherwise; Cx is a counter to track

how many HELLO packets have been transmitted by x so far;

LISTx is the list of contacts stored by node x. Each contact

on the list refers to another node y and contains the key Ky ,

the latest received value for Ry , isMobiley , and the current

estimation on the number of hops to reach y.

Re-transmission: After transmitting the HELLO packet, node

x starts a second timer (Waiting_Timer). When this timer

expires, node x has to decide if another HELLO packet has to

be transmitted or if the ID assignment process can start. The

decision on transmitting again the node information depends

on three factors: 1) If any HELLO packets have been received

by node x; 2) presence of mismatches between the list of keys,

K, stored on x and the contact list received from any of its

neighbours; 3) link quality estimation.

Link quality is currently estimated by each node based

on the success of recent interactions with its neighbours2. A

probability of retransmission is then computed based on the

link qualities, the number of detected neighbours, the number

of times a HELLO packet has been already transmitted at the

expiration of the Waiting_Timer, and a robustness value

which may be imposed by the user.

Reception: When node y receives a HELLO packet, it

stores the related data (Kx is used as the key to identify

the transmitter node) and checks for the presence of new

information in order to update its list of keys and the hop

counts to the other nodes3. If new key values are detected,

node y starts the Tx_Timer in order to then transmit

an HELLO packet with the updated information. If the

Waiting_Timer was running it is stopped and restarted

after the packet transmission.

B. Procedure 2: Duplication Recovery

The objective of this procedure is to detect the presence

of duplicate keys in order to promptly react and update

the network status. When creating the HELLO packet for

transmission, node x generates an additional random integer

value (Rx), which is shorter than Kx, and adds it to the

packet. A new Rx values is generated for each HELLO packet.

Additionally, node x adds to LISTx the latest Ry value

received by node y. Since each node x keeps track of all

the Rx values it has generated, it can easily check over

2If the acoustic modem provides some quality measurements of the link,
these data can be integrated in the link estimation process.

3The hop count value is updated only for static nodes, for mobile nodes
the hop count is considered undefined.
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time the presence of a node z with Kx = Kz but with an

associated random value Rz not belonging to the set of random

values generated by x. The probability to have multiple nodes

generating the same key and the same ordered list of random

values over time is negligible, with a proper setting of the

length of the key and of the size of the random value. When

a nodes detects the presence of duplicate keys, it sends a

WARNING packet following the same procedure used for the

HELLO packet.

WARNINGx = 〈Kx, Rx, isMobilex, Cx, LISTx, DKEYSx〉 .

The additional field DKEYSx contains the list of duplicate

keys K detected or received by x. When a node x detects or

is informed about duplicate keys, it checks if its own key is in

the list of duplicate keys, generating a new one if needed. If a

new key is generated, the old value for Kx is added to DKEYSx

while the new one is stored in Kx. The transmission of HELLOx
packets in Procedure 1 is then replaced with WARNINGx packets

to inform the rest of network about the detected/received

duplicate key(s). No further changes and extra actions/packets

are required, thus limiting the overhead and delays needed to

update the network status.

When the DIVE procedures end, each node has collected the

full list of keys in the network and topological information.

Each node is therefore able to assign a global unique ID to

itself and the other nodes. The ID assignment simply involves

sorting the list of keys and then assigning incremental short

addresses, e.g. 1 , 2 , 3. The DIVE protocol keeps running in

background to react to nodes leaving/joining the network.

Node departure: When a node leaves the network, no changes

are imposed by the DIVE protocol to the node ID assignment.

This is to reduce the energy consumption of the node, since

it is possible to have mobile nodes leaving the network to be

re-charged and then coming back. These nodes can save the

current list of keys and IDs and may reuse the information on

reconnection, if no changes have occurred in the meanwhile.

Node joining the network: When a new node (or more

than one) is deployed in the network, it will start the DIVE

protocol. A HELLO packet will be transmitted when the

Tx_Timer expires or when a control/data packet is received.

When receiving the HELLO packets, the already-present nodes

go back in the DIVE mode operations collecting the new

key value(s) and sharing this information with the rest of

the network. New IDs will be then assigned in the network

according to the new list of keys. Each node keeps track of

the previous mapping between keys and IDs to then update

the routing information making use of the new ID assigned to

the same key.

IV. PERFORMANCE EVALUATION

The performance of the DIVE protocol has been evaluated

through an extensive set of simulations considering single-hop

and multi-hop UANs. Various metrics have been investigated

to assess the effectiveness and costs to assign node IDs and

discover the network topology. These metrics include:

• Duration, i.e., the number of seconds it needs to complete

the node IDs assignment and network discovery process.

• Energy per node, i.e., the energy (in Joule) consumed by

each node to complete the DIVE protocol operations.

• Transmitted packets per node, defined as the number of

packets transmitted in the network by the protocol.

A. Simulation scenarios and settings

The DIVE protocol has been implemented in SUNSET [13],

which can be freely downloaded at [14]. Various network

configurations have been considered assuming a grid topology.

The deployment area has been divided into n × n cells, with

n varying from 3 to 9. Each cell is a square with a side of

500m. Nodes are placed randomly and uniformly within the

cells (one node per cell) at different depths, ranging from 5 to

250m. The number of network nodes varies between 9 and 81,

70% of these nodes have been statically deployed while the

remaining 30% is mobile. After the deployment, each mobile

node starts moving within the target area using a random

waypoint mobility model with a nominal speed of 2 knots. An

increase in network size also increases the average number of

hops, from the single-hop case (n = 3) to a multi-hop scenario.

When the maximum network size (n = 9) is considered, the

average number of hops is 3.5, while the maximum is 10.

To simulate the underwater acoustic channel, the SUNSET

module for the Urick model [15] has been used, assuming a

BPSK modulation at the physical layer. An additional packet

error probability (0.25, 0.5, and 0.75) is also applied to each

packet which is correctly received at the physical layer. This is

to evaluate the DIVE protocol performance in the presence of

unreliable channels with different errors on the direct links in

the network. The SUNSET carrier sensing ALOHA protocol

has been used at the MAC layer. A carrier frequency of

24kHz and bandwidth of 16kHz have been selected. The

transmission power is set to 8W, while the reception power

and the idle power are set to 1.3W and 0.285W, respectively. A

nominal transmission rate of 7.5kbps is assumed. These setting

correlate closely to the EvoLogics S2CR 18/34 commercial

acoustic modem [16]. The number of bits used to generate the

random key is 20, while 8 bits are used for the additional

random value. The duration of the Waiting_Timer has

been set to 30s.

B. Simulation results

Figure 1 shows the simulated performance data for DIVE

using the previously enumerated parameters. For all the con-

sidered scenarios, the DIVE protocol has been able to correctly

complete its task, including the case where a packet error prob-

ability of 0.75 is considered. As expected, when increasing

the size of the network and the packet error probability, the

time to complete the DIVE protocol operations also increases.

The increase in the protocol duration is however sublinear

(Figure 1a). Not assuming any special node (role) in the

network, all the nodes can start operating simultaneously in

different areas of the network. A similar trend can be noticed
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Figure 1: DIVE protocol results.

on the number of packets transmitted by each node (Fig-

ure 1b). Instead of immediately forwarding any new received

information, each node waits for the (Tx_Timer) to expire

before sending a new HELLO packet. In this way, while wait-

ing for the timer, more information may be received from the

neighbours, merged into the contact list, and then transmitted

as a single aggregated message. This helps to reduce the

required medium access and the traffic load. Increasing the

network size and the deployment area by 9 times, the number

of packet transmitted by each node increases by 140% while

the protocol duration increases by ∼ 300%.

The increment in the energy consumption per network

size increase is however not sublinear (Figure 1c). More

nodes deployed in an area induces longer lists of contacts

to be shared. The size of the packets linearly increases with

the size of the network, thus increasing the energy related

to packet transmissions/receptions. When the network size

increases more transmissions are needed to share data with

the neighbours. Increasing the number of transmissions results

in higher resource consumption, however more transmissions

help to increase the robustness of the protocol to packet loss. In

the presence of a high packet error rate, the most challenging

scenario is that of fewer nodes in the network. This is evident

looking at the average number of times there is a mismatch

in the lists of keys, shared by the neighbours, when the

Waiting_Timer expires. This number reduces from 1.4 to

0.65 when the network size increases from 9 to 81 nodes, with

an overall reduction in the packet transmissions of ∼ 25%.

For all the considered simulations, the presence of du-

plicated keys was never encountered. In order to evaluate

the performance of DIVE in this situation, the simulation

was manually triggered to generate nodes with equal keys

in opposite corners of the map. The DIVE protocol has

been able to detect this event and to recover appropriately.

An increase up to 20% (10%) has been experienced for the

protocol duration (packet transmissions). A second scenario

has been also considered where half of the nodes were initially

deployed, while the second half joined the network in a second

phase. The data collected show similar trends to the ones in

Figure 1. As half of the nodes are already sharing the generated

keys, the protocol duration and energy consumption are 10%

lower, while 30% less packets are transmitted in the network.

In order to demonstrate the advantage of using the DIVE

protocol, we have investigated the energy consumption of a

monitoring network where each node has to transmits a data

packet to the collection point every 30 seconds. We have

compared the case where DIVE is first used to create short

node IDs with the case where each node randomly chooses

and uses a long ID [17]. To have a very low probability of

duplicated IDs, 24 bits have been used for each long ID.

Although for the assignment of long IDs no initial message

exchange is required, the use of longer addresses results in

adding extra bytes to each packet. When n = 3, using long

IDs results in a higher energy consumption after ∼ 4 minutes

of monitoring operations, introducing more overhead than the

case where DIVE is first run and short IDs are then used.

This increases to ∼ 60 minutes when n = 9. These results

refer to the case where only data packets are transmitted.

When assuming routing and MAC protocols making use of

control packets, such as [18], [19], [20], [21], the benefit of

using short IDs is more evident. Additionally, it is worth to

remark that many networking protocols proposed for UANs

assume some knowledge about the network topology. The

DIVE protocol would provide already this information thus

reducing the additional overhead introduced for the packet

delivery.
V. CONCLUSIONS

In this paper the DIVE protocol has been presented to effi-

ciently assign global unique IDs to the nodes of an underwater

acoustic network. The proposed solution is fully distributed

and self adaptive and it does not require any knowledge about

the network, link symmetry, or the presence of special nodes.

Additionally, node mobility is explicitly supported. The DIVE

protocol has been designed to limit the overhead and delays

introduced when increasing the size of the network with the

support for built-in procedures to ensure correct operations in

the presence of unreliable channels. Additional information is

shared to discover the network topology and to verify that

no duplicate IDs are assigned in the network. The protocol

performance has been evaluated under a variety of network

conditions and scenarios, increasing the network size, the

deployment area, and the unreliability of network links. The

collected results show that DIVE is an effective and reliable

solution for node ID assignment and network discovery in

UANs, scaling with network size in the presence of unreliable

channels.
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