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Accuracy of synthetic aperture sonar 
micronavigation using a displaced 
phase centre antenna 

M. Pinto, S. Fioravanti, E. Bovio 

Executive Summary: 

Higher resolution sonars will be required to detect and more importantly to 
classify mines, which are undetectable by existing sonars, for reasons of shape, 
material, size or location. Synthetic aperture sonar (SAS) will increase the 
sonar cross-range resolution by several orders of magnitude while maintaining 
or increasing the area search rate and thus contribute to an enhancement of 
mine hunting performance, in particular in shallow water, where smaller mines 
are more effective. The side scan configuration of SAS makes it well suited to 
remotely operated underwater vehicles, such as those forseen for covert survey 
and reconnaissance operations. 

SAS performance is limited by the precision with which the motion errors of the 
platform can be estimated. The terminology of "micronavigationn is used to 
describe this very specific requirement for sub-wavelength short-term relative 
positioning. The aim of this work is to quantify the theoretical performance 
of data-driven micronavigation based on the displaced phase centre antenna 
(DPCA) concept. The unique feature of DPCA, of great pratical significance, 
is that it does not require the presence of seafloor features as it exploits the 
spatial coherence properties of seafloor reverberation. 
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Accuracy of synthetic aperture sonar 
micronavigation using a displaced 
phase centre antenna 

M. Pinto, S. Fioravanti, E. Bovio 

Abstract: 

This work evaluates the accuracy of multi-element synthetic aperture sonar 
(SAS) micronavigation based on the concept of displaced phase centre antenna 
(DPCA). 

The Cram&-Rao lower bound (CRLB) for the joint estimation of the ping-te 
ping, translational and rotational displacement in the slant range plane (re- 
ferred to as sway and yaw) is established. The CRLB on sway is shown to 
be proportional to the half-wavelength at the centre frequency Xo/2 and that 
on yaw to Xo/(L - 2D), the angular resolution of the DPCA (where L is the 
length of the physical reception aperture and D 5 L/2 the along-track, ping-te 
ping displacement). Both CRLBs are also inversely proportional to the square 
root of an effective signal-to-noise ratio peff which is the product of the phys- 
ical reverberation-to-noise ratio p by the number K of independent elements 
in the DPCA and the number BT of independent temporal samples used in 
the estimation (where B is the bandwidth and T the duration of the temporal 
estimation window). 

The accuracy required on the sway and yaw to achieve a given SAS beampattern 
specification, determined by the expected loss AG in the SAS array gain, is 
computed as a function of the number P of pings in the SAS. Higher accuracy 
is required when P increases to counter the accumulation of errors during the 
integration of the elementary ping-teping estimates: the standard deviation 
must decrease like p-'I2 for the sway and P - ~ / ~  for the yaw. 

For given AG, the p e ~  required to achieve a given gain Q in cross-range resolu- 
tion (defined as the ratio of the resolution of the physical reception apert.ure to 
that of the SAS) is computed as a function of a = L/2D 2 1, the along-track 
SAS spatial sampling factor. It is shown that there exists a value of a which 
is optimal in the sense that it allows maximum Q for given p e ~ .  

The CRLBs are extended to include the effect of residual calibration errors of 
the physical reception array. It is shown that these errors set a lower bound 
on the achievable micronavigation accuracy even for infinite p , ~ .  The accuracy 
with which the physical array has to be calibrated to achieve a given SAS 
performance is computed as a function of the relevant SAS parameters. 
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Micronavigation using a displaced 
phase centre antenna 

1.1 Multi-element SAS 

The basic principle of synthetic aperture is well known from SAR (Synthetic Aper- 
ture Radar). However a SAR nearly always uses a single transducer for both trans- 
mission and reception. This design is not suited to high resolution sonar applications 
because it leads to unacceptably slow area search rates. A suitable design is to oper- 
ate with a linear array of N >_ 1 receiving elements. This allows the spatial sampling, 
hence the area mapping rate, to be increased by a factor of N.  

More precisely, consider a receiving aperture of N elements spaced at d, of total 
length L = Nd. At a given ping p, this has the same beam pattern as an Equivalent 
Real Array (ERA), at  frequency 2f,  of N elements spaced at d/2. In far field 
conditions (which can be achieved after appropriate wavefront curvature corrections) 
the elements can be assumed located at the phase centres Cnp = (Tp + &,)I2 where 
Tp (resp. Gp) is the position of the phase centre of the transmitter (resp. the position 
of the centre of element n) at  ping p (Fig. I). The ERA associated with the SAS 
consists of P sub-arrays, ERAI, ERA2, ..., ERAp, where ERAp+l is displaced along- 
track by D = Nd/2 with respect to ERAp. This ERA has a total of N P  elements 
spaced at d/2 so that its total length is PNd/2  = PL/2, its angular resolution X/PL 
and its grating lobes are spaced at X/d. These grating lobes can be suppressed by 
increasing the spatial sampling of the physical reception aperture (d < X/2) or, 
more cost-effectively, sufficiently reduced by placement in the far sidelobes of the 
transmission pattern. It is common practice in SAR to place these grating lobes 
between the first and second transmission sidelobe which leads to d 5 Lt/2, where 
Lt is the length of the transmitter. 

1.2 Displaced phase centre antenna 

The basic idea of a displaced phase centre antenna (DPCA) is to cancel the along- 
track, ping-to-ping displacement of the sonar platform by synthesis of an effective 
displacement, in the opposite direction, of a subset of receiving elements. This is 
achieved by operating at D = Md/2 with M < N so that there are K = N - M 

Report no. changed (Mar 2006): SM-352-UU



Figure 1 Spatial sampling of a multi-element synthetic aperture sonar 
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Figure 2 Displaced phase centre antenna 

phase centres which overlap from ping to ping (see Fig. 2). The K corresponding 
receivers can be viewed as the K elements of a DPCA. In the absence of cross- 
track motion errors, the same waveform is transmitted and received twice from the 
K overlapped phase centres, so that the same echoes will be received at the two 
positions of the DPCA, with the same propagation delay, regardless of the spatial 
distribution of the elementary scatterers (Fig. 3). This argument assumes that noise 
has been disregarded and that scatterer geometry and the propagation medium have 
not changed. 

DPCA is known in airborne radar, where it is used for detecting slowly moving 
targets in clutter, and also in sonar, where it forms the basis of correlation logs. 
There has been a revival of interest for this alternative to Doppler logs and the 
subject has recently been revisited theoretically by Doisy [I] who derived the ac- 
curacy of translational displacement estimates for volumetric arrays, as well as for 
attitude-stabilized planar arrays. 
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Figure 3 Experimental (116-180 KHz) reverberation time series of overlapped 
phase centres (provided by DERA, UK). 

The application to SAS micronavigation is also far from new [2]. SAS micronaviga- 
tion exploits a generalized form of the waveform invariance principle which can be 
explained intuitively as follows [3]. In the presence of cross-track motion errors, the 
two phase centres will no longer overlap but form a (synthetic) interferornetric base 
(Fig. 4). The change in round-trip travel time to each scatterer will be determined 
by the projection of the baseline in the radial direction to the scatterer. If the angu- 
lar spread of this direction within a given sonar resolution cell, or a set of resolution 
cells within a given time window, remains small compared to the angular resolution 
of the interferometric base, then the changes in travel time will be the same for all 
the scatterers in the resolution cell. For this t i~ne  window, the two received signals 
will therefore be nearly identical in shape but received at slightly different delays 
after trans~nission. This difference provides an estimate of the line-of-sight motion 
error. 

The loss in coherence which results from an excessive angular spread is known as 
baseline decorrelation in the remote sensing community where its effect on the preci- 
sion of height estimation using interferometric sonar has been studied in some detail. 
Both problems are similar, as micronavigation exploits a synthetic along-track in- 
terferometer. When K > 2, a vector of time delays can be estimated and used 
to estimate both the translational and rotational ping-to-ping displacements in the 
slant-range plane. These will be referred to here as sway and yaw (Fig. 4). 
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Figure 4 Micronavigation with a displaced phase centre antenna 

By integrating the P - 1 displacement estimates across the P pings in the SAS, the 
projection of the distorted synthetic array in the slant range plane can be recon- 
structed and subsequently beamformed (after suppression of one out of two of the 
redundant phase centres). The aim of this work is to study the residual accumulated 
error of the process and the limits imposed on the achievable SAS performance. 
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Cramkr-Rao lower bounds on 
DPCA micronavigation 

2.1 Cram&-Rao theorem 

The scope of the Cramdr-Rao Lower Bound (CRLB) is well known in signal theory 
[4]. The main features can be summarized as follows. 

Let X be an observation distributed over a probability space R with probability 
distribution function: 

depending on a vector of parameters p = (PI, ..., &). Then for all bias-free estimator 
&x) of p, covariance matrix V satisfies 

where F is the Fisher information matrix (FIM) of order q. The matrix F can be 
expressed as 

where L = Logp(X; @) is the log-likelihood and ( . ) is the expectation operator. 

2.2 Computation of the CRLBs for sway and yaw 

Let {Xl (t), Xi (t), X;! (t), Xi(t), ..., XK (t), X k  (t)) be the K pairs of signals received 
by the elements of the DPCA at two adjacent pings. We will assume that, over a 
small enough time window T, these signals can be expressed as: 
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where the noise signals Nk and N; are mutually independent and independent of the 
reverberation signals Sk. Furthermore the Sk are assumed independent from each 
other. This will obtain as long as two adjacent elements are separated by more than 
the spatial correlation length of the backscatter. It results from the Van-Cittert 
Zernike theorem, which states that, for statistically homogeneous reverberation, the 
spatial correlation function is the Fourier transform of the power transmission beam 
pattern [I] and that this correlation length is equal to the effective transmitter length 
Lt . The parameter K can be expressed as 

Reverberation and noise will be assumed to be Gaussian random processes with 
a flat power spectral density in the signal bandwidth. The reverberation to noise 
ratio will be denoted by p = (S2) / ( N ~ ) ,  where the noise has three different physical 
origins: 

1. additive noise in the medium or in the receiver 

2. baseline decorrelation (see previous chapter) 

3. temporal decorrelation due to changes in the medium or the scattering geom- 
etry from ping to ping. 

In far field conditions (which can be recovered in near field after the appropriate 
wavefront curvature corrections), the K components of the delay vector depend on 
two parameters 

where 

is the abscissa of the phase centre of element k, with respect to the origin taken at 
the geometrical centre of the DPCA, 7 is the sway and $ the yaw (Fig. 4). 
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As (Xk, Xk) and (XI, X:) are independent for k # 1, the log-likelihood relative to 
the two parameters (7, $) can be expressed as a function of log-likelihood Ll(D) 
relative to the estimation of a single delay D as follows: 

The benefit of this formulation is that the different terms of the FIM of order 2 can 
be obtained as a function of K and the FIM of order 1 relative to the estimation of 
a single delay D, defined as FD = - ( d l L l / d ~ 2 ) .  The expression of oo = 1 / m  
is a classical result of time delay estimation [5]:  

where B is the signal bandwidth. 

One has 

and 

As for the non-diagonal term 

which shows that the estimations of y and $ are separable. The CRLBs can, after 
some elementary manipulations, be written as: 
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The physical interpretation of these formulas is straightforward: 

The CRLB on 7 is proportional to Ao/2, the half-wavelength at the centre frequency. 
The CRLB on 1+3 is proportional to Ao/(K - l)d,  the angular resolution of the 
DPCA. Both CRLBs are inversely proportional to the square root of the number 
BT of independent temporal samples and to that of the number K of independent 
elements in the DPCA. They both decrease with the reverberation-to-noise ratio 
p, as l / p  for small p and I/@ for large p. Finally a minimum of two elements is 
required to estimate the yaw (which is physically obvious). 

The above expressions of the CRLBs show the importance of large bandwidth B 
for improved micronavigation accuracy. In addition there are benefits to operating 
with large K ,  as sway accuracy increases in proportion to and yaw accuracy 
increases in proportion to K ~ / ~ ,  due to the combined effect of the increase (like K )  
in angular resolution of the DPCA and the increase (like ~ ' 1 ~ )  of the number of 
independent spatial samples. It is seen from Eq. (6) that the way to increase K 
for given L is to reduce D, at the price of a reduced area mapping rate, or reduce 
Lt which leads to an increased number of elements in the physical aperture (since 
d l Lt /2 ) .  

2.3 Effective signal-to-noise ratio 

Useful approximations of the CRLBs can be established as a function of two key 
SAS parameters which are 

1. the SAS spatial sampling factor cx = L/2D 

2. the effective signal-tenoise ratio p , ~  = KBTp 

One has 

and 

where it has been assumed that p >> 1, K >> 1. 
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Accuracy requirements for sway and yaw 

Let ( 0 ,  x, y) be the slant range plane, with Ox along-track and Oy across-track, 
(x,, 9,) the coordinates of the geometrical centre Cp of ERA,, ep the angle between 
Oy and boresight to ERA,. 

Phase Centers 
7, : SWY 

it- ERA GeomeMcal Centers C, - v,: Yew 
0 DPCA Geometrical Centers 

1 * ! I - - -x 
Ping 1 Xp 8- 

Figure 5 2D geometry of motion 

In what follows we shall use the undistorted SAS as reference so that, without loss 
of generality, we assume xl = yl = 0 and el = 0. The most important effect of 
micronavigation errors are cross-track position errors of Cp. One has, assuming 
small angles: 

where 3i, and $, are the micronavigation errors on the sway and yaw between pings 
p and p + 1. The quantity yp+l - yp is seen to be the sum of three terms. The 
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first is the measurement error on the sway, whereas the last two result from errors 
in the pointing direction of the physical reception antenna at pings p and p + 1. 
Indeed the spatial separation between the geometrical centre of the DPCA and that 
of the physical array is 012, which leads to a difference in cross-track position of 
the associated equivalent phase centres of DOP/2 and D0p+1/2 (Fig. 5). 

The SAS beampattern specification will be given in terms of the normalized expected 
gain of the SAS array factor: 

where ko = 2.rr/Xo is the wavenumber at the centre frequency. For small Gaussian 
errors, this can be also be expressed as : 

where 

Finally, we will also assume that yp and $p are independent &om each other and 
from ping to ping. Then the corresponding losses in SAS array gain are additive 
and can be studied separately. 

3.1 Required sway accuracy 

We assume that Op = 0 for all p. Then 

Since 
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one has 

o;,r = (P - 4)(2k00,)~ 

where O; = (y2). Thus one obtains finally 

The required accuracy for sway can therefore be expressed as a function of the 
number P of pings in the SAS and the loss in normalized array gain 1 - G as 
(Fig. 6): 

It is seen that, for given G, the standard deviation of the sway estimation is required 
to decrease like p-'I2 to combat the accumulation of errors. 

3.2 Required yaw accuracy 

We assume yp = 0 for all p. Then 

where 

After algebraic manipulations (Annex I) ,  G can be expressed as a function of P and 
2Da+/Ao, where a: = (llr2) : 
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Figure 6 Accuracy requirements for sway and yaw estimation 

The required accuracy for the yaw can therefore be expressed as a function of the 
number P of pings in the SAS and the loss in normalized array gain 1 - G as: 

For large enough P, the accuracy requirement is seen to vary in proportion to P - ~ / ~  
instead of p-'l2 (Fig. 6). 
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Required effective signal-to-noise ratio 

By combining the expressions of the CRLBs given by Eq. (14) with the requirements 
as described by Eq. (26) and Eq. (31) it is possible to determine the effective signal- 
tenoise ratio p,, to achieve a given SAS performance. 

4.1 Requirements for sway 

From Eq. (16) and Eq. (26), one obtains 

To facilitate the interpretation, it is useful to introduce the parameter Q = 1 + ( P  - 
l)/a which corresponds to the gain in cross-range resolution of the SAS over the 
physical reception aperture. The inequality then becomes 

which is plotted on Fig. 7 for G = -1 dB and for various values of a. 

4.2 Requirements for yaw 

Likewise, by combining Eq. (17) and Eq. (31), one obtains: 

and 
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which is plotted on Fig. 7. The requirements for accurate yaw estimation are seen 
to be higher, by several orders of magnitude, than those for sway. Meeting these 
requirements will be challenging, in particular when attempting to maximize simul- 
taneously the area mapping rate, which requires operating at values of a as close to 
1 as possible. 

The right hand side of Eq. (35) behaves approximately like a3/(a - 1)2 which de- 
creases from +oo to a minimum attained for a = 3 and then increases monotonically 
to oo. The minimum corresponds to the best compromise between the conflicting 
requirements of increasing a, to increase the resolution of the DPCA and the accu- 
racy of the yaw estimation and decreasing a, to reduce the total number of pings 
P for given Q and limit the accumulation of errors. Therefore a = 3 is the opti- 
mal oversampling factor in the sense that it allows the largest Q for given peff (or '  
equivalently smallest p,, for given Q). The price to pay is a mapping rate reduced 
by a factor of l/a. There is therefore a tradeoff between resolution gain and area 
mapping rate which characterizes DPCA-micronavigated SAS. 
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Required pd for sway estimation 
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Figure 7 p , ~  requirements 

Required pd for yaw estimation 

0 
1 oO 10' 1 o2 

Gain In cross-range resolution Q 

for sway and yaw estimation 
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Cramkr-Rao bounds in presence of 
physical calibration errors 

Interchangeability of the receiver channels is a basic condition of the success of 
the DPCA technique. Therefore micronavigation accuracy will be affected also by 
residual calibration errors of the physical aperture. 
The generalized CRLBs, including the effect of calibration errors, can be computed by 
use of an extended formalism discussed by [4] 

5.1 Extended Cramer-Rao theorem 

In this formalism the vector j3 is no longer deterministic but becomes a random 
vector with a priori distribution po(j3). Then the Fisher information matrix can be 
written as 

F = Fd + Fa 

where Fd can be expressed, as previously, as a function of the log-likelihood 

and Fa can be expressed as a function of 
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The terms relative to Fa vanish for deterministic parameters. If the vector P is now 
written as 

where Pd represents the set of deterministic parameters to be estimated (e.g. the 
sway and yaw) and Pa the set of random parameters (the residual calibration errors) 
the Fisher information matrix can be written as a bloc matrix 

F(Pd, Pd) F(Pd, Pa) 
F(Pa, Pd) F(P4, Pa) 

One has 

and 

F(Pa, Pa) = Fd(rOa, A) + Fa(Pa, Pa) 

When 0, is assumed Gaussian of covariance one has furthermore 

Fa(Pa,Pa) = 

Thus the final expression of the Fisher information matrix becomes 
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5.2 Computation of the extended CRLBs 

The time-delay vector of Eq. (7) becomes 

where e k  is the timing error representative of the mismatch between the two receiving 
channels which form element k of the DPCA. The phase errors cPk = 27r foek will be 
assumed independent, Gaussian with zero-mean and standard deviation oa. 

One starts from 

since the K channels of the DPCA are assumed independent. One then has 

where FD is, as previously, the FIM of order 1 relative to the estimation of a single 
deterministic delay D and F, = (27r fo/ua)2. The extended CRLBs are obtained by 
inverting this generalized FIM of order K + 2. One obtains 

with 
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where u,,o and uq,o are the Cram6r-Rao bounds in the absence of calibration errors, 
as given by Eq. (14) and Eq. (15). Thus that calibration errors set a lower bound on 
the achievable sway and yaw accuracy even for infinite pee. To facilitate comparisons 
with Eq. (16) and Eq. (17), these expressions can be rewritten as: 

and 

5.3 Calibration accuracy requirements 

The required calibration accuracy can be derived very simply from the above expres- 
sions by noting the similarity of Eq. (16) and Eq. (17) with Eq. (54) and Eq. (55). 
Both set of equations can be made identical by introducing 

Then Fig. 7 can be used directly to specify the required calibration accuracy, with 
Pe~,ca~ in place of Pee- 
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Conclusion 

The accuracy of synthetic aperture sonar (SAS) micronavigation based on the dis- 
placed phase centre antenna technique (DPCA) has been studied theoretically. The 
two most important parameters which govern micronavigated SAS performance are: 

1. the spatial oversampling factor a (defined as L/2D where L is the length of 
the physical reception array and D the ping-to-ping displacement) 

2. the effective signal-to-noise ratio pen, defined as the product of the reverbera- 
tion-tenoise ratio p, by the number K of independent elements in the DPCA 
and the number BT of independent temporal samples used in the estimation 
(B is the bandwidth and T the length of the correlation window). 

Spatial oversampling a > 1 is a fundamental constraint of DPCA micronavigation. 
The micronavigation accuracy increases with cu as long as 1 < a 5 3 whereas the 
achievable area mapping rate A decreases with a. Thus there is a tradeoff between 
the cross-range resolution of a SAS and the area mapping rate. Different applications 
may require different tradeoffs. 

Whereas modest values of perr are required for sway, values higher by several orders of 
magnitude are required for yaw. This will be facilitated by the use of sonar designs 
which incorporate recent advances in imaging technology, such as arrays with the 
high temporal and spatial sampling required to support very wide bandwiths (leading 
to BT values ranging from 100 to 1000 or more) and broad transmission sectors 
(leading to values of K ranging from 10 to 100) without aliasing. The feasibility 
of obtaining such high values in realistic experimental situations warrants further 
investigation. 

The most important single environmental parameter is the reverberation to noise p. 
In addition to noise in the medium or in the receiver, which can be countered by 
increasing the energy in the transmitted waveform, the sources of noise are base- 
line decorrelation and temporal decorrelation. The in-depth understanding of the 
underlying physical processes should be an integral part of any research into SAS. 

Baseline decorrelation depends on the amplitude of the platform motion errors, mea- 
sured in wavelengths, as well as on the bottom type and its local topography which 
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determine the line of sight direction. It can be minimized by a a stabler platform 
design, reducing the operating frequency (although this make it more difficult to 
achieve a given resolution) or improved signal processing (such as an additional 
stage of beamforming with the DPCA, to reduce the angular spread of the line 
of sight direction). Temporal decorrelation relates to ping-teping changes in the 
medium, such as those due to time-varying multipath and water column effects. 

Instrumentation could be considered as a means of further increasing micronaviga- 
tion performance enhancement. High quality attitude rate sensors achieve a level 
of accuracy sufficient, in principle, for yaw estimation. Micronavigation techniques 
which fuse yaw information provided by instrumentation with sway information pr* 
vided by the sonar would increase by one order of magnitude or more the resolution 
gain achievable by SAS. However, whereas the sonar directly measures the platform 
motion in the slant range plane, strapdown sensors measure motion in a frame linked 
to the platform which must subsequently be projected in the slant range plane. This 
poses no problem in principle, but does requires knowledge of the local grazing angle 
which remains unknown when imaging is performed with a conventional linear array. 
Bathymetric imaging, such as that provided by an interferometric SAS, may be a 
solution which warrants further investigation. 
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Annex 1 

From Eq. (27) we can write 

whence 

Since the $1 are independent from each other, one has 

When the error a, = fi) on the ping-teping sway is the same for every ping 
the previous equation becomes 

We have then 

The normalized expected gain of the SAS is finally 
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