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Broadband acoustic intensity fluctuations in the Tyrrhenian Sea 

T. Aka1 and B.J. Uscinski' 

Executive Summary: Active sonar systems are adversely affected by random 
fluctuations in the ocean medium. The sonar system performance is degraded by 
random fades and variations in the signal that cannot be predicted by models that 
account for only deterministic effects in the water column. Random variations in the 
ocean medium have characteristics that depend on time and space. The spatial 
structure has important implications for the design of sonar systems and their 
subsequent performance. 
In this report, a theoretical model of the ocean environment is proposed from 
measured oceanographic data which may explain the observed intensity of acoustic 
fluctuations. the model has two scales of variation: one accounts for the large-scale 
variation over time and the other accounts for a small-scale variation in depth. 
Comparison with the time scales corresponding to the expected internal wave field 
and tidal periods offers a possible interpretation, but there may be an alternative 
explanation. Knowing that the oceans exhibit scattering features of all scales, 
ranging from turbulence to mesoscale, the theory should have implications for the 
design and performance of both ASW and MCM systems. Future efforts will 
concentrate on the measurement and modelling of random fluctuations encountered in 
shallow water environments. 
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Broadband acoustic intensity fluctuations in the Tyrrhenian Sea 

T. Akal and B.J. Uscinski 

Abstract: 
An acoustic propagation experiment was carried out in the Tyrrhenian Sea in October 
1985 in which signals from a broadband source were recorded at a range of 5 km 
with a vertical 62 m hydrophone array over a period of 5 days. The experiment, 
named 'NAPOLI 85', was designed to investigate the transfer function of the ocean 
medium over an acoustic frequency range from 250-2000 Hz as a function of time 
and position down the vertical array. This paper treats the ocean transfer function in 
both the time and frequency domains for the lower refracted path. The intensity 
fluctuations down the array at an acoustic frequency of 1 kHz are presented for the 5 
days. Large fluctuations occur simultaneously over the whole extent of the array, 
and these can be explained by refractive effects in an intrusive later. There are also 
weak spatial variations down the array arising from diffractive effects in the layer. 
The physical mechanisms causing the time variations in the layer are not yet 
understood. 
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An acoustic propagation experiment was carried out in the Tyrrhenian Sea in October 1985 in which 
signals from a broadband source were recorded at a range of 5 km with a vertical 62-m hydrophone 
array over a period of 5 days. The experiment, named "NAPOLI 85," was designed to investigate 
the transfer function of the ocean medium over an acoustic frequency range from 250-2000 Hz as 
a function of time and position down the vertical array. This paper treats the ocean transfer function 
in both the time and frequency domains for the lower refracted path. The intensity fluctuations down 
the array at an acoustic frequency of 1 kHz are presented for the 5 days. Large fluctuations occur 
simultaneously over the whole extent of the array, and these can be explained by refractive effects 
in an intrusive layer. There are also weak spatial variations down the array arising from diffractive 
effects in the layer. The physical mechanisms causing the time variations in the layer are not yet 
understood. 0 1996 Acoustical Society of America. 

PACS numbers: 43.30.Re [JHM] 

INTRODUCTION 

An acoustic transmission experiment (referred to as 
NAPOLI 85) was carried out in the Tyrrhenian Sea, one of 
the major basins of the Western Mediterranean, in October 
1985 in order to investigate the spatial structure of intensity 
variations in the propagating sound field. Many other major 
acoustic propagation experiments (see for example  wart,' 
Ewart and ~ e ~ n o l d s , ~ , ~  and ~ l l i n t h o r ~ e ~ )  recorded with one 
or two receivers over a period of several days. They thus 
provided much information about the behavior of the acous- 
tic field with time but not about its spatial structure. In 
NAPOLI 85 the signal was recorded over five days with a 
64-m vertical array of hydrophones, allowing its structure in 
both space and time to be studied. 

Comprehensive environmental measurements were 
made during the acoustic transmissions, on the basis of 
which a model of the irregular ocean medium was con- 
structed and theoretical predictions made concerning the ex- 
pected behavior of the acoustic signal. Details of the experi- 
ment have already been reported by Uscinski et al? together 
with preliminary results and an arrival-time analysis. The 
present paper gives a fuller description of the experimental 
results after data processing, particular emphasis being 
placed on the ocean transfer function and the intensity fluc- 
tuations. Theoretical predictions, involving the effects of 
both refraction and diffraction, are compared with experi- 
mental results for the intensity fluctuations. 

Section I gives relevant details of the trial and Sec. 11 a 
brief summary of the data processing. The processed experi- 
mental results are presented in S e c .  111 while Sec. IV is an 
account of the intensity fluctuation theory describing this 
trial. Section V compares theoretical predictions with experi- 
mental results and draws some conclusions. 

I. THE EXPERIMENT 

A full description of the sea trial can be found in Ref. 5. 
The main features are as follows. Broadband acoustic signals 
generated by small (2.75 g TNT) electrically detonated ex- 
plosive charges at a depth of 400 m were recorded by two 
hydrophone arrays. The first of these was a reference array 
with four hydrophones (at depths of 10.85, 160, and 308 m) 
moored close to the source which recorded the signal before 
significant distortion due to the ocean had occurred (the sig- 
nature). The second array recorded the signal at a distance of 
some 5 km from the source (the response). This array was a 
vertical array consisting of 32 hydrophones with a regular 2 
m spacing, the top hydrophone being at a depth of 224 m. 

It was subsequently found that of the 32 hydrophones in 
the receiving array only 26 produced reliable output. There 
was a total of 190 detonations (events) carried out over a 
period of five days. The intervals between events were 60 
min on the first and fifth days, 15 min on the second day and 
30 min on the third and fourth days. Simultaneous oceano- 
graphic measurements were made with moored thermistor 
chains and a towed oscillating body capable of providing 
continuous CTD measurements over a depth band from 25 to 
250 m, both in the direction of acoustic transmissions as well 
as in the transverse direction. Finally, 4 CTD and some 70 
XBT casts also gave much useful information. The oceano- 
graphic observations have been fully reported by 
They have been used to determine the sound-speed profile 
and have allowed a direct estimate to be made of the scale 
sizes and spatial autocorrelation function of the ocean in- 
homogeneities during the trial.j The aim of the experiment 
was to calculate the ocean transfer function (the acoustic 
response of the ocean when the input signal is an impulse) by 
deconvolution of response with signature, thus permitting the 
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because the left-hand side of the equation must be positive 
semidefinite due to the squared terms. By straight forward 
algebraic manipulation of relation (E10) i t  can be shown that 

(El  I )  

where equality holds when the W, are identically distributed. 
The joint measurements of the D intensities W i ,  therefore, 
contain more information than a single measurement of av- 
erage intensity K unless the intensities are identically distrib- 
uted, in which case the joint measurements and average have 
equal information. More generally, the left-hand side of re- 
lation (E10) divided by 

gives the information about parameter a that is lost by keep- 
ing the average rather than the joint measurements. 

Finally, by letting ( Wi) = I , ,  D = S, p=-1, and then com- 
paring Eq. (E9) with Eq. (E3), one can see that information 
is always gained by measuring the instantaneous intensities 
of the S independent fields separately and then averaging 
them, rather than by first measuring the intensity of the su- 
perposed fields and then dividing by S. Although this gain of 
information can be substantial, it requires the ability to mea- 
sure the intensity of each independent field z i  separately, 
which is not always possible for the reasons given in Sec. 
111 B. 
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FIG. 1 .  Principal eigenrays to the top and bottom hydrophones of the array. 
The band indicates the position of the intrusive layer where the random 
inhomogeneities are stronger. 

acoustic intensity to be determined as a function of depth and 
time over a range of acoustic frequencies. 

A. Ray theory predlctlons 

Eigenrays from the source to the top and bottom hydro- 
phones of the receiving array, calculated on the basis of the 
measured sound-speed profile, are shown in Fig. 1. There are 
three paths connecting the source to the receiver, a lower 
direct path, an upper refracted path and an upper reflected 
path with intensities in the ratio 1.0: 1.4: 0.18 for the top 
hydrophone, and 1.01: 1.40: 0.33 for the bottom hydrophone. 
The upper refracted path arrives 20-30 m s after the direct 
path and the upper reflected path arrives 0.2-2 m s before 
the upper refracted path with the separation of the pulses 
increasing as the depth decreases. 

The ray paths are determined by the mean sound speed. 
There are, however, superimposed sound-speed inhomogene- 
ities of smaller scale throughout the depth of the water col- 
umn. The oceanographic measurements revealed the pres- 
ence of a layer between 270 and 330 m, within which the 
strength of the random inhomogeneities was significantly 
higher. This layer is also shown in Fig. 1. 

6. Acoustlc measurements 
The signature recorded at the reference array and the 

corresponding response recorded at the top hydrophone of 
the receiving array for a typical event are shown in Fig. 2. 
The pulses corresponding to the three paths can be seen 
clearly in the response. The predictions from ray theory en- 
able us to associatesthe first pulse with the lower refracted 
path, the second weak pulse with the upper reflected path and 
the third pulse with the upper refracted path. The time origin 
in Fig. 2 is chosen so that it corresponds with the arrival time 
of the first pulse. The arrival time varies from hydrophone to 
hydrophone down the array and a detailed analysis of arrival- 
time results for the direct path is given in Ref. 5. In the 
remainder of this paper we shall be concerned with intensity 
fluctuations associated with the direct path only. There is no 
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FIG. 2. Signature and response for the bottom hydrophone in the reference 
array and the top hydrophone in the receiving array. 

reflection along the lower refracted path and it does not pass 
through a caustic. This allows a powerful non-negativity 
constraint to be used in the deconvolution procedure. 

As mentioned in Ref. 5 the position of the source with 
respect to the arrays varied during the experiment. However, 
each time a transmission was made the ship was maneuvered 
as close as possible to the same position, and the bearing and 
distance of each array was obtained from the ship's radar and 
logged. These results were used to correct the intensity of 
each pulse at each array for the gross geometric spreading 
effect. 

II. DATA PROCESSING 

Details of how the acoustic signals were filtered and 
recorded are given in Ref. 5, together with the method used 
to estimate the fluctuations of relative arrival times down the 
array due to the random structure of the ocean d u r n .  The 
same random structures also cause variations in acoustic in- 
tensity, and a different form of data processing was needed 
to study these effects. The procedures adopted are described 
fully elsewhere and only a brief outline is given here. 

The signature s(t) of an individual event (No. 30) is 
shown in Fig. 3(a) and (b) together with IS(o)l the modulus 
of its Fourier transform S(o) 

Here S(o) corresponds to the frequency spectrum of the sig- 
nature. The response r(t) of the same event is shown in Fig. 
3(c),(d) together with its Fourier transform i(o). Comparison 
of the moduli of the Fourier transforms of signature [Fig. 
3(b)] and response [Fig. 3(d)] reveal marked frequency dif- 
ferences above about 2 kHz. While this is partly due to the 
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FIG. 3. (a) Lower refracted path signature. (b) Modulus the Fourier trans- 
form of the signature. (c) Lower refracted path response. (d) Modulus of the 
Fourier transform of the response. 

medium, some of the difference is also due to the fact that 
received and transmitted signals were filtered with different 
hardware filters having different characteristics. These, how- 
ever, were unchanged during the experiment. It is the pulse 
to pulse variation of the transfer function over the five days 
that is of interest and this is independent of the filter differ- 
ence. Since s ( t ) ,  s ^ ( ~ )  are known we can allow for the varia- 
tions of signature intensity over the different frequencies and 
thus extract the fluctuation effects in the response due to 
ocean inhomogeneities. Signature and response are assumed 
to be related by the convolution 

r ( t ) =  K(tr)s(t-t')dtr + ~ ( t ) ,  I:. (2 )  

where K ( t )  is sometimes called the ocean impulse response 
function and is the response that would be received if the 
input signature were a Dirac delta function, and 4 t )  includes 
the noise present in the system and the ocean. 

The frequency content of K ( t )  is given by its Fourier 
transform K(W)  and we see from (2) that the spectra i ( u ) ,  
i ( w )  are related by 

; ( w )  = i ( w ) s ^ ( w )  + q w ) ,  (3) 

where q w )  is the Fourier transform of the noise term. The 
simplest estimate of K(W) is found by forming ; (w)ls^(w) 
and omitting Z(W). This method is subject to severe limita- 
tions, breaking down when s^(w) passes through zero or be- 
comes very small. An example of ~ ( w )  estimated in this way 
is shown in Fig. 4. Despite the limitations of this approach 
the K ( W )  thus obtained provide useful information concern- 
ing the origins of the intensity fluctuations. 

Overcoming the above limitations means deconvolving 
Eq. (2). The mathematical problem of deconvolution is, in 
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general, ill posed but for some types of signal the problem 
can be solved if certain assumptions about the properties of 
the solution are known to apply. In particular, if it is known 
that the transmitted signals are reasonably broadband and 
that none of the paths deliver the signal with a reversed 
phase (which constrains the ocean transfer function to be 
positive) and if, in addition, an estimate of the maximum 
width of K is available, then identification of the ocean trans- 
fer function can be achieved. Two methods were used to 
deconvolve the signature and response. The first of these, 
described in detail in Refs. 8-1 1 make extensive use of 
available nonlinear physical constraints aiming to restore as 
much information as possible, particularly at the higher fre- 
quencies. It allows for dispersion but introduces up to 25% 
bias into the estimate of K. The impulse response function 
K ( t )  for event No. 9 found by this method is shown in Fig. 
5 for the top and bottom hydrophones. The modulus and 
phase of the corresponding spectra ~ ( w )  are shown in Fig. 6. 
The value of IK(w))* gives the intensity in the range o to 
o + A o  independently of the variations due to the signature. 
The general form of the transfer function in Figs. 4 and 6 is 
seen to differ somewhat. This is chiefly due to the fact that 
K ( w )  in Fig. 4 was got by the simplest of methods, neglect- 
ing noise and making no allowance for dispersion and varia- 
tion in width of the impulse response function. 

The second of the methods used12 is similar in some 
respects, but makes less use of physical constraints. Namely, 
it is based on the assumption that linear ray theory applies 
and hence there is no disperson. As a result it has a smaller 
bias but it does not provide an estimate of the changing 
width of the ocean transfer function throughout the experi- 
ment (see discussion in Ref. 1 1 ) .  

Ill. EXPERIMENTAL RESULTS 

for each hydrophone the acoustic intensity down the receiv- 
ing array can be studied over the entire experiment for a 
selected acoustic frequency o = 2 ? ~ f .  The result is shown in 
Fig. 7 for f = 1000 Hz. Similar patterns are obtained at odKr 
frequencies, for example f =2000 Hz. The most obvious fea- 
tures are the large-scale deep modulations over time that ap- 
pear to affect all the hydrophones simultaneously, and the 
fine-scale shallow modulations down the array. 

Let the intensity at the mth hydrophone for the nth event 
be I,,, . Let angle brackets denote an average over time and 
an overbar denote an average over depth. The average 
intensity-depth profile is then 

1 N 

where N =  190 is the number of events. This profile is shown 
in Fig. 8 and reflects the constant intensity bias down the 
array due to differences in hydrophone performance. 

The average intensity-time profile is 
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FIG. 4. The spectra i(w) and i(o) of the intensity fluctuations at a single 
hydrophone, for the direct path. The direct estimate of K(o) is also shown. 

where M =26 is the number of good hydrophones. This pro- 
file is shown in Fig. 9. 

A. Deterministic effects 

This paper aims to study intensity fluctuations caused by 
the irregular ocean medium. For this reason any detenninis- 
tic changes down the array or possible variations due to dif- 
ferences in performance of individual hydrophones need to 
be removed. These spatially deterministic effects are given 
by 

( ~ ~ ) m = ( O m - ( q .  (7) 
where 

is the space-time mean of intensity and has a value of 
0 . 1 8 5 ~  lo-'. The new intensity Y , , ,  =Y(z , t ) ,  defined as 

Y m , n = I m , n - ( A I ) m  9 (9) 
removes the deterministic variations leaving those fluctua- 
tions due to the ocean medium. A plot of Y m , ,  has an ap- 
pearance almost identical to that of I,., in Fig. 7 and so will 
not be presented again. 

9. Fluctuations in time 

On averaging the new intensity Y m , ,  over space we re- 
gain the average intensity-time profile 

A measure of the large time scale fluctuations of intensity, 
Fig. 7, is the normalized variance of Y(t) 

s; = ((Y2(t)) - (Y ( t ) )2 ) / (~ ( t ) )2 ,  (1 1) 

sometimes called the scintillation index. For this mal 

S: = 0.377. (12) 

This level could be regarded as appreciable but not large. 
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TIME (ms) 

FIG. 5. Impulse response function for event number 9. lie time &lay 7 is 
subtracted before the calculation of the Fourier transform. 

Another quantity of interest is the autocorrelation of 
9 ( t ) .  

This is shown in Fig. 10. The same quantity can also be 
estimated by averaging in a different order. Starting from 
Ymn the time correlation can be formed for each hydrophone 
down the array, then averaged over depth. The two results 
are almost identical. The autocorrelation function shown in 
Fig. lO(a) was obtained by processing the data by the meth- 
ods of Ref. 12, while that in Fig. 10(b) resulted from the 
methods of Refs. 8- 1 1. The two are similar in appearance 
but the time scale of the variation in Fig. 10(a) appears 
somewhat longer than that of Fig. IO(b). The time autczor- 
relation of Fig. 10 bears a resemblance to the spatial auto- 
correlation of irregular structure in the ocean obtained from 
the T.O.B. data and presented in Ref. 6 (Figs. 7 and 8). This. 
however, does not necessarily imply that the two are con- 
nected. 
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FIG. 6. Modulus and phase of the Fourier transform of the impulse response function at the top and bottom hydrophones in the receiving array for evcnl 
number 9. 

FIG. 7.  Surface plots of intensity against time and depth for the entire experiment. The acoustic frequency is 1000 Hz. The intensity axis ranges from 0.0 to 
0.07. 
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FIG 8. Acoustic intensity at a frequency of 1000 Hz averaged over the five 
days of the experiment versus depth. This shows the constant intensity bias 
down the m y  due to differences in hydrophone performance. 

1. Probability density of .7( t )  

The intensity-time profile Y(t) (Fig. 7) can be used to 
estimate the experimental probability density of the large 
scale intensity variations. The intensities are first normalized 
by defining 

so that 

The interval [J -  J,] is split into B bins, the number of 
times J( t )  lies between Jb and J b + ,  calculated and divided 
by the total number of observations to give the probability 
distribution, then divided by the bin size to give the normal- 
ized probability density. The experimental probability den- 
sity for B =40 is shown in Fig. 11 with the smooth curve of 
best fit. 

C. Fluctuations in space 

To study the spatial structure of intensity fluctuations 
down the array we revert to .Y(z,t), Eq. (9). and form its 
variance for each event separately, taking spatial averages. 
We then average over all the events and form the spatial 
version of the scintillation index: 

For this trial 

On comparing with Eq. (12) we see that the fine scale spatial 
variations of intensity down the array are much smaller than 
large scale time fluctuations. 

Finally, the autocorrelation function of the fine scale 
spatial structure is formed in a similar manner 

- 
R(zl - z2 )= (3 (z1  ,t)3(z2 , t )  - g ( ~ , t ) ~ ) l ( ( g ~ - T ~ ) ) .  

(18) 
This is shown in Fig. 12. 

IV. THEORY 

Oceanographic measurements made during the course of 
the trial are described and analysed in Refs. 5-7. These mea- 
surements indicate that the acoustic refractive index profile 
n(z) contained an intrusive layer between about 270 and 330 
m. In order to model such a layer of thickness 2d centered 
on z = zo the profile is written as follows: 

In the vicinity of the layer n o ( z ) ,  the mean profile is a linear 
function of z, n'  ( x , y  , z . t )  describes the random kgular i -  
ties, it has zero mean and variance unity. The measured vari- 
ances of the irregular structures areS 

is the curvature of the layer profile, it is assumed to be a 
Gaussian random variable with zero mean and variance 2. 
The variance of the refractive index in the layer is thus 

Day 1 Day 2 Day 3 Day 4 Day 5 

FIG. 9. Intensity averaged over depth displayed as a function of time. The frequency is 1000 Hz. 
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(b) separation (hours) 

FIG. 10. (a) The autocornlation of Y ( t ) .  Eq. (10). from data processed by 
the methods of Ref. 12. (b) The autocornlation of Y ( t )  as a function of time 
separation. The marked points are the measured values. The smooth curve is 
a weighted least-squares fourth-order polynomial best fit. Data processed by 
the methods of Refs. 8-11. 

0 1 0 2 0 3 0 4 0 5 0 6 0  
separation (m) 

FIG. 12. The autocorrelation function R ( z I  - z 2 ) .  Eq. (8), of spatial varia- 
tions of intensity down h e  array averaged over the entire experiment. The 
smooth curve is a weighted least-squares fourth-order polynomial best fit. 
The broken curve is the theoretical result of Appendix C. 

a: ( ( n  -no)')= - [d2- ( Z ~ - Z ) ~ ] ~ .  4 

The average of this variance, found by integrating through 
the layer, is equal to d, giving 

In the theoretical analysis that follows it is assumed that the r 
intrusive layer refracts the sound rays in such a way as to 
produce the large scale time variations of intensity that a p  , 
pear at all the hydrophones simultaneously. The small scale 
spatial variations observed down the hydrophone chain can 
be described in terms of diffraction by the random irregular 
structures. This approach provides an explanation for the 
separate large and fine scale fluctuation effects that are the 
most obvious feature of the depth-time intensity record (Fig. 
7). They allow us to account for the two different scintilla- 
tion indices corresponding to time and space variations, Eqs. 
(12), (17). 
A. Refractive effects 

The intrusive layer is assumed to act like a lens. On 
passing through it adjacent rays can be focused to a greater 
or lesser extent, depending on the curvature. Using second 
moment theory'3 the present simplified model of a parabolic 
profile is investigated in Appendix A to give approximate 
forms for P(Y(t)), the probability distribution of the time 
varying intensity Eq. (lo), S: the scintillation index, and 
R(t , - t2) the autocorrelation function of Y(t). 

The probability density P(9)  is given in Fig. 13 for 
several values of up2. It can be shown from Eq. (Al) that 
the parabolic profile focuses the field for a$'=d. The 
curves represented are for ranges less than the focus and 
have been calculated by numerical evaluation of the appro- 

FIG. 11. The experimental probability density of 1 ( t ) .  The crosses are the priate expressions (Appendix A). An analytical fo&- for . 
measured values and the broken curve is a least-squares sixth-order polyno- P ( f l  Can be Eqs. (AS), (A12) which agrees well 
mid best fit. The smooth curve is the theoretical result for uS2=3.0. with the full numerical form for small values of a$'. 
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FIG. 13. Theoretical probability density calculated by the numerical method 
for different values of the parameter up2. 

The scintillation index, Eq. (1 l), evaluated numerically 
(Appendix A) is given in Table I for a r a g e  of values of 
mcx2. An estimate of uC obtained from Eq. (23) by using the 
measured d and gives a,-4X lo-'. The experimentally 
observed scintillation index S: is 0.377, which from Table I 
implies a ug2 of about 2.75, when 

x-2.6 krn. 
Thus is about twice the slant range that would be expected 
from Fig. 1. However a, is strongly dependent on the layer 
thickness d and small variations in this, or in the height of 
the layer above the source, could bring the observations and 
theoretical estimates into better agreement. 

The experimental probability distribution shown in Fig. 
1 I is most closely approximated by the theoretical form cor- 
responding to up2=3.0. Although the peak in the theoretical 
form is too high it is in the right position. 

The above comparisons between the theory and obser- 
vations indicate that the model of a parabolic refracting layer 
can explain most of the features of the large scale intensity 
fluctuations, at least quantitatively, and so deserves serious 
consideration in spite of the shortcomings mentioned above. 

B. Tlme autocorrelatlon functlon of Intensity 
This quantity R(tI - t2), Eq. (13), is calculated in Ap- 

pendix A. Curves are given in Fig. A1 for several values of 
up2 in the particular case when the autocorrelation function 
of the curvature 

r(t1 -t2)=(c(t,)c(t,)) 
has the form 

TABLE I. The scintillation index for a range of values of up2. 

us2 Scintillation index 

1 .O 0.03 
1.5 0.07 
2.0 0.15 
2.5 0.26 
2.75 0.35 
3.0 0.46 
4.0 1.14 
5.0 1.91 
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0 5 10 15 20 
separabon (hours) 

FIG. 14. The autocorrelation function R ( r ,  - 1,).  Eq. (13). of time variations 
of intensity averaged down the array. The broken curve is the comsponding 
autoconelation function due to a saturated internal wave field, Eq. (B3). 

r ( ~ ) = e - ' ( 1 - 4 ~ + $ ) ,  (26) 

r = t ,  - t2 .  (27) 

In order to compare the experimental data for R(r) with 
the curve expected from a given physical process we need to 
know the form of r(7) corresponding to that process. In Ap- 
pendix B r ( ~ )  for an internal wave field described by the 
Garrett-Munk spectrum14 is derived. This is then used in the 
theory of ~'ppendix A to give R(7), shown in Fig. 14 together 
with the experimental data. The agreement is not good and 
so internal wave motion offers no obvious explanation of the 
large scale time variations of intensity at the array. The tidal 
cycles at the experimental site were also considered. The 
time spectrum of the process 9 ( t )  Eq. (10) obtained by the 
methods of Ref. 12, corresponding to the autocorrelation 
function of Fig. 10(a), is shown in Fig. 15. The position of a 
12-h tide cycle is shown by an arrow, and is very close to an 
observed peak. A possible explanation could lie in some 
12-h periodic forcing with an much slower randcan~changes 
with a time scale of about 2 days. This latter might account 
for the energy at the very low end of the spectnun. 

C. Dlffractlon effects 
The main modifications of the acoustic signal occur in 

the intrusive layer where the ocean irregular structures are 
strongest. Changes in the overall curvature of this layer 
could spread or compress the ray path bundle as a whole. 
leading to the refractive changes in intensity observed simul- 
taneously at all hydrophones. At the same time, however, the 
irregular structures in the layer introduce spatially random 
phase variations into the acoustic wavefront which then de- 
velop, into small intensity fluctuations. This leads to a varia- 
tion in signal strength from hydrophone to hydrophone down 
the array. 

In order to treat these effects we make some simplifica- 
tions to the model. F i t ,  the ray paths from the source are 
assumed to be straight lines. Thls is permissible since their 
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FIG. 15 The time spectrum of 9 ( t ) ,  Eq. (10) with the dam processed by the 
methods of Ref. 11. The 12-h tide period is indicated by an arrow. 

curvature is very small. It simply means that the effective 
source is situated somewhat lower than the real one. Second, 
the irregular structures are all projected on to a single plane 
in the layer so that their effects can be regarded as those 
arising from a phase modulated screen. This idealized model 
is shown in Fig. C1. 

The spatial autocorrelation function of small scale inten- 
sity fluctuations produced down the vertical array due to ir- 
regularities in the intrusive layer is derived in Appendix C on 
the basis of the simplified model. This theoretical autocome- 
lation function is shown in Fig. C3 for several values of the 
effective source depth. The effective depth that gives a best 
fit to the rays where they traverse the layer is about 550 m 
from the surface. Figure 12 gives the theoretical autocorre- 
lation function for this source depth together with the experi- 
mental measurements of R(z, - zz). The agreement in this 
case is reasonable. 

V. CONCLUSIONS 

The intensity of the acoustic signal received down the 
64-m vemcal array in the NAPOLI 85 transmission experi- 
ment exhibited variations in both space and time. Large time 
varying fluctuations of intensity over the whole extent of the 
array were observed. At the same time weak spatial varia- 
tions occurred down the array with an inner scale of the 
order of 10 m. The large-scale time variations could be ex- 
plained by refractive effects resulting from compression and 
spreading of the ray paths passing through a moderately 
strong intrusive layer 'with a changing refractive index pro- 
file. The weak spatial variations could be caused by the ir- 
regular structures present in the water column, particularly in 
the vicinity of the stronger layer. 

The physical mechanism responsible for the time varia- 
tion in the profile of the intrusive layer is not clear. Compari- 
son with the time scales corresponding to the expected inter- 
nal wave field and tidal periods offers a possible inter- 
pretation, but there might well be an alternative explanation. 
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APPENDIX A 
1. Refractive effects 

Consider a ray as it enters the intrusive layer and 
traverses it at a shallow angle, Fig. 1. The effect of the layer 
on the acoustic intensity along this ray can be estimated us- 
ing the analysis given by Macaskill and ~ s c i n s k i . ' ~  If the 
mean intensity on entering the layer is lo then for shallow ray 
angles the intensity at a range x from the point of entry can 
be shown to be 

~ ( t ) = ~ o l x f l f s i n ( x J J I ) ,  c(t)<o, 

= ~ o l x m ~ s i ~ ~ ( ~ m ) I .  c(t)>O. 
where c is the curvature of the parabolic profile. 

2. The probablllty denslty 
The units in which the intensity is measured can be 

specified so that (I(t)) = 1. In this case the above quantity 
I(t)  corresponds to the normalized intensity J(t),  Eq. (14). 
whose experimental probability density was estimated. The 
theoretical probability density P(l(t)) can be found from . 
(Al) on the assumption that c(t) obeys the nonnal distribu- 
tion 

so that 

The inversions implicit in (A3) can be carried out numeri- 
cally. However, an accurate analytical form can be found 
provided that us2 does not become too large. Ln this case 
the expressions (Al) can be expanded to give 

so that 

. since the expression inside the brackets is positive for real c.  
Since uc, Eq. (23), has a value of approximately 4X lo-' 
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3. The scintillation index S: 

0 2 4 
non - dim. time separation 

This quantity. defined in Eq. ( I  I ) .  can be evaluated us- 
ing the numerical value of (I). while (1') is evaluated in a 
similar manner as 

The resulting scintillation index is given in Table I for vari- 
ous values of u,x2. An analytical expression for S ;  can be 
derived using the approximation (A1 1) for I. It is 

However, this form agrees with the numerical results of 
Table I only for u ,x2s  1.5. 

4. The intensity autocorrelation function R(t,  - t,) 

FIG. A I. R(r) for different values of uq2 (solid lines) and the correspond- This quantity, Eq. (13), can be evaluated in the same 
ing r(r) (broken line). manner as s:. Here 

and the range x of the layer traversed by the rays is less than 
2 km (Fig. I), then lcx2/61 has a maximum value of about 
0.27 and the last term in the brackets of (A5) can be ne- 
glected to give 

c=6(I01-' - 1 ) ~ - ~ ,  (A61 

and 

If I=$. 
Using (A2)-(A7) we obtain 

P ( I ) ~ I = [ U , ~ ] - ~ I ~ I - ~  e x d -  ( I -  1 ~ ) ~ / 2 a ~ I ~ } d l ,  
(148) 

where 

The method is valid for ole 1, while our estimates show that 
in the present case ul=0.27. 

We now choose I. so that (I) = 1. From (A3) 

With I(c) in the form (AS) the integral (A10) must be evalu- 
ated numerically. The resulting I. is then used in the density 
P(I),  (A8) which is shown in Fig. 13 for several values of 
dx. 

For u141 the expression (A5) can be expanded in pow- 
ers of cx2 to give . 

The integral (A 10) then yields, for (I) = 1, 

10=(1 +7u;/lo)-I. 

With this value of I, the form of P(I)  (A8) agrees well with 
the numerical results for u C x 2 s  1.5. 

where 

is the joint normal distribution of c , ,  c2, the curvatures at 
times t , , r2 , r(c  , , c2)  is the time autocorrelation function 
of the curvature and the I(c) are given by Eq. (A5). 

When ux2 is very small the expansion (All)  for I(c) 
can be used and the expression (A15) evaluated analytically 
to give 

showing that the time autocorrelation of intensity is the same 
as that of the refractive index curvature in this limit. 

The integral (A 15) was evaluated numerically using the 
simple analytical form 

r ( r )=eP7(1  -47+ ?), 
which has the same general properties as the observed auto- 
correlation function (Fig. 10). The resulting R(T) is shown in 
Fig. 14 for several values of ucx2, together with the limiting 
form (A17). 

APPENDIX B: R(7) FOR INTERNAL WAVES 

1f A2(w) is the power spectrum of the stochastic process 
n(t) then r(7), the autocorrelation function of its curvature 
c(t),  Eq. (21), is given by 

r(7) = A ~ ( W ) C O S ( W T ) ~ W .  I (B 1) 
Assuming that n(t) is the randomly varying acoustic refrac- 
tive index due to a saturated internal wave field described by 
the Garrett-Munk model, the form of A2(o)  is [Ref. 14, Eq. 
(2511, 
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A ~ ( w ) = ( ~ ; -  W ~ ) ' " I W ~ ,  f i < @ < f N ,  
=O, f ~ < ~ < f l ,  ( B 2 )  

where fN, f ,  are the buoyancy and inertial frequencies, re- 
spectively. The normalized autocorrelation function of c ( t )  
is then 

where 

p = ( 1  - q 2 ) ' l 2 >  q = f I l f ~ ,  

r l = ? f N ,  y = w / f N .  

This function is shown in Fig. B1 for 

f,= 1.5X Hz, fN= 1.8X lop4 HZ, 

the values appropriate to the NAPOLI 85 experimenL6 

APPENDIX C 
1. Diffraction by the Intrusive layer 

The model adopted for this effect is shown in Fig. C1. 
An additional set of coordinates ( x , y , z l )  is introduced with 
origin at the effective source. The phase modulation imposed 
by the layer irregularities when projected on to the z; plane 
is &xl) with autocorrelation function 

The acoustic field, modulated by the layer, arriving at a point 
y  on the vertical array at horizontal range x from the source 
is approximately 

We now define a reference straight line path from the origin 
to v the center point of the vertical array. The acoustic field 
reaching v by this path, unmodulated by the layer, is taken 
as the reference, "unscattered" field. Subtraction of this 
from the field (C2) gives the modulated or "scattered" com- 
ponent. Using the fact that the slant angle + and the phase 
modulation N x l )  are small quantities, we make the standard 
expansions in the exponents to obtain for the "scattered" 
field 

( x '  sin 4 - y cos 4)' + 
LJ 1 - 0 0 I I 

The phase of the unscattered field has been taken as the 
reference phase and removed from that of the scattered field. 

A knowledge of E ' ( X , ~ )  allows us to find R 1 2 ,  Eq. (18), 
the spatial autocorrelation function of intensity fluctuations 
down the array. It is shown in Appendix D that for small 
intensity variations 
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FIG. B1. The normalized time autocorrelation function of acoustic refrac- 
tive index curvature R(7 , )  for a saturated internal wave field. 

where 

E,! = E 1 ( x , y , ) .  

The quantities ( E i E ; * )  and ( E i E ; )  are found by forming 
the appropriate products from (C3) and integrating over 
points x i  in the layer. For this purpose we introduce the 
variables 

We can let Z=O since C 1 2  will depend only on the depth 
separation 6 if we conline ourselves to the vertical extent of 
the array. In the product ( E i E ; * )  the integral with respect to 
V can be carried out first, followed by that with respect to u. 

' giving 

where 

*. RG. C1. The model used in calculating diffraction by the intrusive layer 
showing the additional set of coordinates. 
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1 H= -+- I:, u,-u,1. 
In the product ( E ; E ; )  the integral with respect to V is 

giving finally 

(C9) FIG C2. Geometry used in projecting the spatial autocorrelation function of 
inhomogeneities in the intrusive layer 

where 

w = k  cos C$ sin q5/2(ul-v,), 

s = k  cos2 #d4(u1-uO). ( c  10) 

2. The projected autocorrelation function of the layer 

The goemetry of the projection is given in Fig. C2. For 
straight rays x[zl] is given by 

x=xizrlz;, , (C11) 

and the phase change that accumulates along such a path is 

# x ) = k n l ?  nr(x[zl] ,zr)dzt ,  (C12) 
2'2 

The values of the quantities in (C17) can be obtained 
from the estimates of z: ,z; for the layer, and from the results 
of Ref. 5 for L H ,  12, and 13. The angle 4, which determines 
the depth of the effective source, is estimated from the slope 
of the deterministic rays as they traverse the layer (Fig. 1). 
The correlation function (C16) is used in (C9) to give the 
theoretical spatial autocorrelation function of diffraction in- 
tensity fluctuations down the array. The result is shown in 
Fig. C3 for several values of the effective source depth. 

when 

c , = ( + ( x , ) l ~ x ~ ) ) = k ' v ~ \ ~ I  R(g)dzl dz". (C13) 
z ,  APPENDIX D: INTENSITY AUTOCORRELATION 

FUNCTION where 

Write the acoustic field E as 
and R(g) is the two-dimensional spatial autocorrelation 
function of random structures in the intrusive layer. This 
function is discussed in Ref. 5 where the following empirical 
form was found for it by fitting the oceanographic mea- 
surements6 

where the small "scattered" component 
Here 1' , I 3  are constants ensuring the curve of best fit. 

The double integral in (C13) is evaluated by first ex- 
panding R(g) in terms of small displacements of zr,z" from 
z, and neglecting quadratic and higher-order terms to give, 
in normalized form 

Then for the intensity T=EE*, 

with 

where higher-order terms like aa* have been neglected be- 
cause of their smallness. The required normalized autocorre- 
lation function Eq. (1 8) is then 
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FIG. C3. Theoretical spatial autocorrelation functions of diffraction inten- 
sity fluctuations down the vertical array for different effective source depths, 
400. 500, and 600 m. 

This can be rewritten in the form (C4) since the subscripts 
1,2 can be interchanged. 

IT. E. Ewart, "Acoustic fluctuations in the open ocean-A measurement 
using a fixed refractive path," J. Acoust. Soc. Am. 60, 46-59 (1976). 

'T. E. Ewart and S. A. Reynolds. "The mid-ocean acoustic transmission 
experimenf MATE." J. Acoust. Soc. Am. 75, 785-802 (1984). 

'T. E. Ewart and S. A. Reynolds. "tnstrumentation to measure the depth- 
time fluctuations in acoustic pulses propagated through internal waves." J. 
Atmos. Ocean. Technol. 7, 129- 139 (1990). 

4 ~ .  W. Ellinthorpe, "The Azores range," Tech. Doc. 4551. NUSC. New , 
London. CT (April 1973). 

5 ~ .  J .  Uscinski, J. R. Potter, and T. Akal. "Broadband acoustic transmis- 
sion fluctuations during NAPOLI '85. an experiment in the Tyrrhenian 
Sea; preliminary results and an arrival time analysis." J. Acoust. Soc. Am. . , 
86, 2, 706-715 (1989). 

6 ~ .  R. Potter, "Fine structure in NAPOLI '85, an oceadacoustic experi- 
ment," J. Acoust. Soc. Am. 89(4), 1643-1655 (1991). 

'1. R. Potter, "Oceanographic analysis of NAPOLI '85, an experiment in 
the Tyrrhenian Sea," Saclantcen Memorandum No. SM 234 (March 
1 990). 

'L. Ju. Fradkin, "Identification of the acoustic ocean transfer function in 
the Tyrrhenian Sea. I: Statistical considerations," J. Acoust. Soc. Am. 87. 
1569- 1576 (1990). 

9 ~ .  Ju. Fradkin, "Identification of the acoustic ocean transfer function in 
the Tyrrhenian Sea. II: Physical considerations." J. Acoust. Soc. Am. 87, 
1577-1581 (1990). 

'OL. Ju. Fradkin. "A note on identification of the acoustic ocean transfer 
function in the Tyrrhenian Sea," J. Acoust. Soc. Am. 90, 1678-1679 
(1991). 

"L. Ju. Fradkin, "Identification of the acoustic ocean impulse response 
function in the Tyrrhenian Sea," Proc. Inst. Acoust. 13(a). 220-226 
(1991). 

"J. R. Potter, "A simple deconvolution method for NAPOLI '85," Saclant- 
cen Memorandum. No. SM 248. October (1991). 

"c. Macaskill and B. J. Uscinski, "Propagation in waveguides containing 
random irregularities: the second moment equation." Proc. R. Soc. Lon- 
don Ser. A 377, 73-98 (1981). 

1 4 ~ .  J. Uscinski, "Parabolic moment equations and acoustic propagation 
through internal waves." Proc. R. Soc. London Ser. A 372, 117-148 
(1980). 

796 J. Acoust. Soc. Am., Vol. 100, No. 2, PI. 1, August 1996 B. J. Uscinski and T. Akal: Intens* fluctuations 796 a 1 

Report no. changed (Mar 2006): SM-318-UU



NATO UNCLASSIFIED 

Document Data Sheet NATO UNCLASSIFIED 
Project No. 

0 5  

Total Pages 

20 PP. 

Security Classification 

NATO UNCLASSIFIED 

Document Serial No. 

SM-3 18 

Date of Issue 

November 1996 

Author(s) 

T. Aka1 and B.J. Uscinski 

Title 

Broadband acoustic intensity fluctuations in the Tyrrhenian Sea 

I 
Abstract 

An acoustic propagation experiment was carried out in the Tyrrhenian Sea in October 1985 in which signals 
from a broadband source were recorded at a range of 5 km with a vertical 62 m hydrophone array over a period 
of 5 days. The experiment, named 'NAPOLI 85', was designed to investigate the transfer function of the 
ocean medium over an acoustic frequency range from 250-2000 Hz as a function of time and position down 
the vertical array. This paper treats the ocean transfer function in both the time and frequency domains for the 
lower refracted path. The.intensity fluctuations down the array at an acoustic frequency of 1 kHz are presented 
for the 5 days. Large fluctuations occur simultaneously'~over the whole extent of the array, and these. can be 
explained by refractive effects in an intrusive later.,,. n k r e  are also weak spatial variations down the array 
arising from diffractive effects in the layer. The phys~~~l=@~$$%~6idk~~i:hg'~h~iihe v a - i  - 

- . - . , , . . - . . , are not yet understood. . . ,  

,, , - <  . , .,-- 1 w-m 
.\ 

- .  
, . 

, .. . - .  . .- .. - ., . .- 

Keywords 

Tyrrhenian Sea - propagation - sound ribbons - scattering 

Issuing Organization 

North Atlantic Treaty Organization 
SACLANT Undersea Research Centre 
Viale San Bartolomeo 400, 19138 La Spezia, 
Italy 

[From N. America: SACLANTCEN 
(New York) APO AE 096131 

Tel: +39 (0) 187 540 1 I1 
Fax:+39 (0)187 524 600 

E-mail: library@saclantc.nato.int 

Report no. changed (Mar 2006): SM-318-UU



Initial Distribution for SM-318 

SCNR for SACLANTCEN 
SCNR Belgium 
SCNR Canada 
SCNR Denmark 
SCNR Germany 
SCNR Greece 
SCNR ltaly 
SCNR Netherlands 
SCNR Norway 
SCNR Portugal 
SCNR Spain 
SCNR Turkey 
SCNR UK 
SCNR US 
French Delegate 
SECGEN Rep. SCNR 
NAMILCOM Rep. SCNR 

SACLANT 

National Liaison Officers 
NLO Canada 1 
NLO Denmark 1 
NLO Germany 1 
NLO Italy 2 
NLO Netherlands 1 
NLO UK 3 
NLO US 4 

Total external distribution 
SACLANTCEN Library 

Total number of copies 

Report no. changed (Mar 2006): SM-318-UU


	SM-318-UU
	Executive Summary

	Abstract

	Contents
	Introduction
	I. The Experiment
	A. Ray theory predlctlons
	B. Acoustlc measurements

	II. Data processing
	Ill. Experimental results
	A. Deterministic effects
	B. Fluctuations in time
	C. Fluctuations in space

	IV. Theory
	A. Refractive effects
	B. Time autocorrelation function of intensity
	C. Diffraction effects

	V. Conclusions
	Acknowledgments
	Appendix A
	Appendix B. R(t) for internal waves

	Appendix C
	Appendix D: Intensity autocorrelation  function




