
-~ o 
0.. 
CI) 

0:: 
Z 
LU 
U 
f-
Z < 
...J 
U 
< VI 

SACLANT 
RESEARCH 
REPORT 

ASW 
CENTRE 

SACLANTCEN Report 
SR-78 

AN EVALUATION OF DIGITIZED APT DATA 

NORTH 
ATlANT IC 
TREATY 
ORGANIZATION 

FROM THE TIROS-N/NOAA-A,-J SERIES 

OF METEOROLOGICAL SATELLITES 

by 

Brian WANNAMAKER 

15 March 1984 

LA SPEZIA. ITALY 

Thi s doc:ument is unc:lassified. The information it c:ontains is published subjec:t to the c:ondition. of the 
legend printed on the inside c:ov.r. Short quotations from it may be made in other public:ations if c:redit i. 
given to the author(.) . Exc:ept for working c:opies for r.seorc:h purpose. or for use in offic:iol NATO 
public:ations , reproduc:tion requires the authorization of the 0 irec:tor of SAC LANTC EN . 



Published by 

This document is released to a NATO Government 
at the direction of the SACLANTCEN subject to the 
following conditions: 

1. The recipient NATO Government agrees to use 
Its best endeavours to ensure that the information 
herein disclosed, whether or not it bears a security 
classification, is not dealt with in any manner (a) 
contrary to the intent of the provisions of the Charter 
of the Centre, or (b) prejudicial to the rights 01 the 
owner thereof to obtain patent, copyright, or other 
like statutory protection therefor. 

2. If the technical information was originally 
released to the Centre by a NATO Government subject 
to restrictions clearly mari<ed on this document the 
recipient NATO Government agrees to use its best 
endeavours to abide by the terms of the restrictions 
so imposed by the releasing Government. 



SACLANTCEN REPORT SR-78 

NORTH ATLANTIC TREATY ORGANIZATION 

SACLANT ASW Research Centre 
Viale San Bartolomeo 400, 1-19026 San Bartolomeo (SP). Italy. 

national 0187 560940 
tel: international + 39 187 560940 

telex: 271148 SACENT I 

AN EVALUATION OF DIGITIZED APT DATA FROM THE TIROS-N/NOAA-A,-J SERIES 
OF METEOROLOGICAL SATELLITES 

by 

Brian Wannamaker 

(Reprinted from Internatiqnal Journal of Remote SenBing 5~ 1984: 133-144) 

15 March 19S4 

This report has been prepared as part of Project 01. 

APPROVED FOR DISTRIBUTION 

~ ~ '7A~MAN 
Oi re<:tor 





INT. J. REMOTE SENSING, 1984, VOL. 5, NO. 1, 133- 144 

An evaluation of digitized APT data from the TIROS-N/NOAA-A, -J 
series of meteorological satellites 

BRIAN WANNAMAKE R 

NATO SACLANT ASW Research Centre, Via1e San Bartolomeo 400, 
19026 La Spezia, Italy 

(Received 13 September 1983) 

Abstract. The TIROS-NjNOAA-A , -J series of meteorological satell ites trans-
mit imagery data to the Earth in both digital and analogue formals. The a nalogue 
data are a processed subset of the digital data and have lower resolution. A 
quantitative evaluation of a post-reception digi tized version o f thi s is made using 
the corresponding digital da ta as a standa rd. J n nine compari sons the calibration 
of the infrared sensor on board was within 0·0 I dc. Sea urface tern perature 
estimates from APT data were O' 3°C below the co rresponding digitally 
transmitted data . The albedo estimates were within 0·2 per cent. Processed APT 
data are adequate for ma ny mesoscale measurements in the fi elds of ocean-
ography and meteorology and are more readi ly accessible than the digita ll y 
transmitted data. -

1. Introduction 
The ima gery da ta from meteorologica l spacecraft have been increasingly applied 

to oceanographic research as da ta qua lity has improved . A significan t step forwa rd 
in this improvement was the new instrument o n the TfROS-N jNOAA-A, -1 series. 
Noise was virtually elimina ted from the data by the use o f digita l tra nsmi ssion a nd 
the multiple channels of thermal infra red informa tion a ll owed improved sea surface 
temperature estimates to be made. 

Also improved on thi s spacecra ft series were the APT (A utoma tic Picture 
Transmission) formatted da ta. The APT da ta have been available to rela t ively low 
cost portable receiving stati ons since 1963. APT initia ll y supplied onl y visible, 
photographic data , but thermal infra red data were added in 1972. The ease o f 
reception has been a t the expense o f resolu tio n. This data forma t has served a la rge 
number of meteorologists a nd thousa nds o f am a teurs with cloud pictures ex tensively 
used for nepha nalysis and weather fo recasting (fo r example, Zwa tz-M eiss 198 1). The 
infrared (I.R. ) data were sufficient to show stro ng sea surface temperature gradients 
a nd were used in oceanographic experiments as surveyed by La Vio lette el al. (1975). 
On the TIROS-N sa tellite the APT da ta become a digita lly processed product of the 
main high-reso lu tio n sensor. The spa tia l a nd temperature resolutio n was improved , 
tra nsmission bandwidth was increased , a nd the a ntenna was made mo re effici ent. 
These changes promised to justify increased gro und processing of the d a ta into 
qua ntita tive products for use in oceanographic research . 

This repo rt discusses the quali ty o f digitized APT data , ta king the full reso lutio n, 
digitally-transmitted da ta as the sta ndard . The data a re eva lua ted for their a bility to 
return precise geophysica l pa ra meters a t known geogr.aphica l pos itions. The APT 
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format and the data base used for the comparison is first outlined, and this is 
followed by a discussion of the results and conclusions. It is shown that the quality is 
sufficient for many mesoscale measurements. 

2. The data 
The Advanced Very High Resolution Radiometer (AVHRR) on board the 

satellites supplies five channels of data: visible, near infrared , and three in the 
thermal infrared. Some satellites in the series carry instruments with only.four 
channels. Details are given in Schwalb (1978, 1982). The digitized output of the 
AVHRR is combined with data from other information and transmitted digitally to 
stations within line of sight. This is the HRPT format (High Resolution Picture 
Transmission). The subsatellite spatial resolution is about 1·1 km and the noise 
equivalent differential temperature of the infrared channels is less than o'l2oe at 
27°e. 

The APT format is a subset of this. Every third line of two of the channels is 
selectively averaged in an on-board digital processor, the MIRP. This averaging is 
designed to remove the effects of the Earth's curvature in the imagery, creating a 
nominal along-scan resolution of 4 km. Five averaging schemes are used. At the 
centre of the scan four adjacent pixels are averaged; at the ends of the scans the 
resolutions of APT and HRPT formats are equal. The two averaged channels are 
converted to analogue signals, time multiplexed along with calibration data and are 
amplitude modulated on to a 2-4 kHz carrier, which i~ in turn FM modulated on to 
137 MHz. These data may be received on board ships with omnidirectional antennas. 
The data discussed below were obtained with a directional Yagi-type antenna at a 
station situated on the north-west coast ofItaly. 

The form of the imagery is shown in figure I , which is a near-infrared image of 
western Europe on 9 July 1982. The image from a northbound pass has been 
inverted to depict north at the top; thus reception time increases from right to left 
and bottom to top. Along the right side is a series of vertical bars indicating the 
channel synchronization pulse on each line. Following this is a dark stripe of space 
data, a value corresponding to the sensor output when viewing deep space. This is 
broken every minute (120 lines) by markers . Along the trailing edge of the image is a 
repeating series of 16 grey-scale steps, each eight lines deep, of calibration data. The 
FM demodulated data were digitized at twice the AM carrier frequency, 
accomplishing demodulation and doppler shift removal from the incoming signal. 
The relation between pixel position along a scan line in the original sensor output 
(and HRPT data format) and in the digitized APT data is shown in figure 2. The 
APT data are some 15 per cent oversampled; this shows clearly at the ends of the 
lines, where there are more samples than there were in the sensor output. The 
digitization is to IO bits (levels 0 to 1023). 

Figure 3 shows a portion of the data of the same orbit as Figure 1 but from the 
HRPT formatted data. The area shown is the western Mediterranean on 9 July 1982. 
The distortion near the edges of the image is very evident compared to figure 1. 

To evaluate the quality of the APT data, HRPT data were taken to represent the 
true output of the AVHRR. A direct comparison was made between the APT-
formatted data received directly and the HRPT-formatted data obtained on 
computer-compatible tapes from the University of Dundee Receiving Station. Data, 
which had been selected as part of other research , were taken from nine passes of the 
NOAA-7 satellite made between 23 June and 27 July 1982. 
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Figure I. Ncar-I. R. image of western Eu rope on 9 Jul y 1982 from digitized APT 
transmission. The image has been in verted to show north at the top . Data acq ui siti on 
bega n in the lower ri ght corner. The image is subsampled 3 x 3 for tbe d isplay. 
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The procedure for converting digital HRPT data into geophysical parameters is 
discussed by Lauriston et al. (1979). The first stage in the procedure for APT data is 
then to develop a model to estimate the corresponding HRPT value given an APT 
value. For geographical corrections this must consider the selective averaging done 
in the MIRP. For the albedo or temperature levels this must include any non-
linearities in the transmission path, especially in the modulation/de-modulation and 
recognize that noise has been added during the transmission. Nine of the 16 grey-
scale steps represent constant modulation levels injected on board the satellite. Once 
these levels were determined from the data received they were used to estimate an 
orthonormal fifth-degree polynomial relationship between an APT and HRPT count 
va lue. The constant modulation levels are repeated about ten times during a full 
satellite pass. The least noisy values for each step were used for the curve fitting to 
avoid noise contamination . The value for each step was the average of over 300 
samples and the standard deviation of the final estimates was generally less than 0·1 
count. The polynomial determined was then used to convert the other calibration 
step values to equivalent HRPT values and calibration proceeded from there as for 
the HRPT data. 

The visible and near-infrared sensors have no in-flight calibration updates. The 
infrared channels can be calibrated at two points along the curve of radiance against 
counts many times during a scene. On every scan the AVHRR views deep space and 
a black body inside its housing. The temperature of the black body is actively 
maintained at about 15°C and is sepa rately measured by four platinum resistance 
thermometers distributed over its surfa\.:e. A consistent variation in the temperatures 
of about 1°C was reported by the thermometers. This should not affect the calibration 
if the average of the four thermometers adequately models the temperature of the 
portion of the black body in view of the sensor during the back scan. This temperature 
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variation, which has also been noted in TTROS-N and NOAA-6 data, may have been 
due to heat leakage from other portions of the spacecraft or reflected solar radia tion . 
The average temperature during night passes was about 1'5°C lower but the variation 
between thermometers remained. The temperature of the black body is converted to an 
equivalent radiance by considering the sensor response function and the Planck 
function. The thermometers and back-scan values are reported on every line of the 
HRPT data and as grey-scale wedges in the APT data every 128 lines. 

The response of the sensors of channel four and five are slightly non-linear. To 
minimize the effect of this while maintaining a linear calibration curve, the pre-
launch calibration data were fitted to a line over the temperature range of - 48°C to 
32°C. This line was then extrapolated to give an artificial space radiance value. This 
val ue is supplied by NASA through NESDIS (Lauriston et al. 1979). 

With the four values of blackbody radiance, the artificial space radiance, and the 
sensor output when viewing the black body and space, the gain and intercept of the 
calibration line between the sensor output and received radiance were calculated 
(table I). 

To illustrate the effects of the differences in calibration parameters estimated 
from the two data sets, a count value of 360 was converted to the corresponding 
radiance (R3 60) and temperatu re (TR) va lues in all cases. The va lue of 360 was chosen 
because it translates into a temperature within the range of expected sea surface 
temperature values. The results are shown in table l. TL was the value 
resulting from modelling the conversion from APT to HRPT count values by a least-
squares linear fit rather than by the polynomial discussed above. 

Once the sensor was calibrated, the count value for every pixel in the images 
could be converted to a value representing the temperature or albedo at the top of 
the atmosphere. EquaJly important is the geographical position of each pixel, so that 
the sizes of sea surface features and their movement from one image to another can 
be measured. 

The geographical calibration of the image was approached with a knowledge of 
only the nominal values of the satellite's orbit parameters. An interactive input of 
ground control points was used to build up a time series estimator of the spacecraft 
motion (Orth et al. 1978, Caron and Simon 1975). From this, a new image can be 
created on a standard map projection. 

For a further comparison of the positional and geophysical parameter accuracy 
of the data types, the afternoon orbit of 9 July 1982 was chosen. The ascending node 
was at 16.7° E. The area of the western Mediterranean was generally cloud free with 
a sun-glint pattern south of the Balearic Islands. The two near-infrared images are 
shown in figures 1 and 3. Ground-control points from an area bounded by 3° W to 
14° E and 35° to 44° N were used, II for the HRPT and 12 for the APT images. The 
residual r.m.s. errors between the positions of the control points estimated by the 
operator and the algorithm were 1·6 and 4·7 km for the high and medium resolution 
data respectively. The poorer resolution of the APT images makes it more difficult to 
locate ground-control points interactively on the monitor screen. Since only every 
third line of the original data was used for the resolution APT format some small 
control points did not even exist in the medium resolution data. The four images 
(two near-I. R., two thermal 1. R.) were each mapped to a Standard Mercator 
projection with a scale of 4 km/pixel at 41 ° N . 

Figure 4 is a pixel-by-pixel difference between the two mapped and calibrated 
thermal images with an offset of 18°C. The contrast stretch is 3°C from black to 
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white. The geographical goodness-of-fit is best seen along the coastline beca use of its 
high contrast in the original images. 

A profile taken from each mapped image through the sunglint pattern is shown in 
figure 5. As a further direct comparison, the histograms of data within an irregularly 
shaped area east of Sardinia were plotted and first-order statistics calculated . Results 
were also calculated for the m~pped APT images treated with a median filter having 
a 3 x 3 pixel window. The results a re tabulated in table 2. 

3. Discussion 
The APT-formatted data are a subset of two of the five channels supplied by 

HRPT data. Thus they cannot supply the same amount of information. The 
advantages of using them lie in the relatively low cost and in the small size of the 
receiving equipment. This is of limited importa nce to research , however, unless the 
data can be accurately quantified . The two channels of data chosen for APT 
formatting have been until now the near-infrared (0·73 to I·I0microns) and one 
thermal infrared (10'3 to 11·3 micron s). The calibration of the visible and near-
infrared channel sensors are assumed to remain constant at val ues supplied by 
NASA. Only the calibration of the thermal channels is discussed here. 

The relationship between the radiance received by the sensor and the temperature 
of the emitting body is a function of the emissivity, the Planck function, and the 
wavelength response of the sensor. There is a non-linear dependence of radiance on 
temperature in the Planck function. Therefore to determine temperature from a 
measured radiance, it is computationally more efficient to determine an equation for 
T = feR), where feR) is a function of radiance over a limited temperature range. 
Calculations in this paper were done with the equation 

T(0C) = I·) 036R -0'002376 R2 -67,42 
for R, the measured radiance, in mW/(sr' m2/cm). This equation was determined by 
an orthonormal polynomial fit over the temperature range O°C to 20°C. 
Extrapolating this to the warmer temperatures encountered in the summer in the 
Mediterranean led to errors (for example, 0'08°e at 23·4°C). This does not affect the 
comparison of data, but a better equation for summer conditions would have been 

TC°C) =0'9956R -O'001798R 2 - 62-43 
This is correct within 0·02°C over the range 10°C to 30°C for the 10·3 micron channel 
of NOAA-7. 

The results of injecting a hypothetical count value (TR) shows very clearly that the 
sensor data can be calibrated correctly from APT data. The average difference in the 
estimated temperatures is 0·09°e (O'=o·orC). The va lues in the TL column were 
calculated on the basis of modelling the conversion of APT counts to HRPT counts 
as a linear process. The values at the nine modulation levels were fitted to the 
hypothetical values by linear least-squares fitting. The calculated correlation 
coefficient ,.2 was 1·000, indicating very high linearity. However, the calculated 
temperature values (TL ) were in error by an average ofO'5°e (0'=0·14). Considering 
the residuals from the least-squares line it was apparent that the errors were largest 
at high and low modulation levels, just where the space and backscan values lay. 
Substituting the space-count value estimated by the polynomial fit into the 
calibration calculation from the linear model reduced the error to 0 ·1 0c. The non-
linearity of the amplitude modulation must be taken into account to atta in accurate 
results. 
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A possible weakness in the APT calibration is the manner in which the 
calibration step levels are determined. The data are transmitted in an analogue form 
and subject to corruption by natural and man-made noise. At the location of the 
receiving system used the latter is probably the most damaging. To minimize the 
effects of noise spikes and bursts , the calibration algorithm selects the least noisy 
estimate (smallest standard deviation) for each of the space data and the 16 grey 
scale wedges over the image. Each estimate of the level of a wedge value is the 
average of 384 pixels. This is done separately for each channel and the fina l level 
estimates may not be exactly the same for the two channels. To estimate the effect of 
this, the thermometer count estimates of the near-l.R. channels were used in 
combination with the space and backscan val ues of the correspond ing thermal 
channels to calibrate the instrument. The difference on the resulting TR was 
insignificant (0'03°C, (J = 0,07). 

Figure 4 indicates that the APT data were mapped to the Mercator Projection to 
within 1 pixel (4km at 4 1° N) over most of the image. The position error increased 
quickly in the south-east, being 16 km in the Gulf of Taranto. The reason for this is 
not yet clear, although the mapped pixels were from the ends of the scan lines in the 
original image. 

A good deal of texture was evident in the land areas. Over land there is greater 
spatial detail and density of features emitting at different temperatures and with 
different emissivity. Thus small relative mapping errors were emphasized. Some of 
the pixels in the HRPT data that were resampled to produce an output at this sca le 
were not present in the APT data. Also, since the data are intended for 
oceanographic use, temperature data beyond the expected sea surface temperature 
range '"ere highly compressed and no attempt was made to maintain the same 
compression curves in the two data sets beyond the sea surface temperature range. 
This. combined with the extrapolation of the rad iance to temperature curve beyond 
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its intended range, co uld result in tempera ture differences of a few degrees being 
calculated from similar co un t values. The more slowly varying structure in the sea 
surface values was due to the quantizati on of the APT da ta in the MIRP, and 
positional error. 

An estimate of the error can be gained from the compa ri son profil es of fi gure 5. 
On average the thermal APT data were O· 3 1°C low along the length and the near-
infrared albedo data were 0·1 per cent low. The fo rms of the profi les are consistent. 
The spike-like feature at about 430 km along the path is a na rrow cloud streak that 
was parti ally smoothed by the lower resolution of the APT data. 

A quantitative evaluation of the levels is shown in table 2, which presen ts the 
calcula ted statisti cs of the pixels in an area of 1147 pixels. The area was large enough 
to enclose surface temperature and a lbedo gradients and the da ta were th us not 
expected to exhibi t gaussian distributi ons. For this reason a lso, the standard 
deviations of the da ta values may be la rger than the noise levels o f the sensors. The 
average near-infrared value is 0·2 per cent hi gh and the standard deviatio n 
significa ntly higher (0 -43 per cent as against 0·08 per cent) for the HRPT data. This is 
largely due to the noise spikes visible in the origina l image. D ata reception at other 
geographical locations ind icate that these spikes were predominantly due to nearby 
sources but this has yet to be investigated with simulta neous da ta reception. Such 
transients are however easily and quickly removed by median filtering (Huang et al. 
1979) while leaving the positions and strengths of gradients unaltered . Filtering by 
replacing each pixel with the median o f the nine surrounding pixels reduced the 
standard deviation to 0· 18. The spike removal caused the histogram to become much 
less spread out along the albedo axis, the kurtosis was reduced from 155 to 4. 

The average value of the APT infrared da ta was O'27°e low. The higher order 
statistics of the median fi ltered image closely approached those o f the HRPT image 
(standa rd deviation of 0·29° compared with 0·26°C). There were too few spikes to 
affect the average value. Over small areas the median value should be a better 
estimate of the true average than the calculated average in the presence of spikes, 
a lthough the resolu tion of the estimate is limi ted to O' I °e, which is the width o f a 
histogram cell. 

Table 2. A comparison of the statistical parameters calculated from an area of I 142 pixels in 
the images of NOAA-7 orbi t 5379 mapped from APT and HRPT formatted da ta and 
fro m the APT image median fi ltered . 

Near I.R. Thermal I. R. 

Unfi ltered Filtered Unfi ltered Filtered 

Median (APT) 2·2 2·2 21·6 21·6 
(HRPT) 2·1 21·8 

Average 2·27 2·28 21·57 21·57 
2·08 21·84 

Sta ndard deviation 0-43 0' 18 0·88 0·29 
0·08 0·26 

Skewness 4-4 1 2·00 2·85 1·23 
7·20 1·66 

Kurtosis 154·58 4·27 195-47 3·36 
27·16 4· 15 



144 An evaluation of digitized APT data 

Starting with the NOAA-8 satellite the APT data transmission will consist of the 
near-I.R. a nd thermal T.R . channels during the d ay a nd two thermal I.R. cha nnels at 
night. This will allow atmospheric correction a lgorithms to be used to derive 
estimates of the abso lute sea surface temperature. 

4. Conclusions 
The results of an eva luation of the quality of meteorological satellite ana logue 

APT transmissions have been discussed. The digitally transmitted data were taken as 
the standard of comparison; the analogue data were digitized immediately upon 
reception and analysed digitally . From the APT data the infrared sensor of the 
spacecraft could be calibrated within 0·\ 0c. The non-linearity of the transmission 
and data handling path had to be considered. Comparing the data from o ne satellite 
pass , the thermal data for sea surface temperature was about O· 3°C low. The albedo 
data agreed to within 0·2 per cent. The correction of panoramic distortion on boa rd 
the spacecraft is a hindrance to mapping the APT data. The data were however 
mapped to an overall accuracy of one resolution cell (4 km). Mapping data from the 
ends of the sensor scan lines was less precise. The digita l ana lysis of the APT data 
offers good-quality quantitative measurements for mesosca le oceanographic and 
meteorological research. Its advantages over the higher quality HRPT data are its 
lower cost a nd faster access time. It can be avai lable on board ships and aircraft a nd 
in remote locatio ns to steer experimenta l programmes in real time. 
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